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Preface

Global communications—to paraphrase a familiar axiom—is a journey, not a destina-
tion. There is no finish line in our industry. Technology continues to evolve rapidly and
relentlessly, the players are in a constant state of transformation, and even the rules of
competitive engagement are in flux. All of this makes for an extremely exciting trip. But
trying to keep abreast of this change and understand where we're headed is a tremen-
dous challenge.

Fortunately, TeleGeography’s annual report helps us make some sense out of the indus-
try swirl surrounding us. For 11 years now, this report has been one of the most reli-
able and comprehensive overviews of the global communications industry—an essential
“roadmap” for understanding the journey we're on. It provides accurate profiles of the
industry’s major carriers and their market shares; Internet backbone maps and rank-
ings; international traffic statistics and analyses; and detailed pricing information. It
also helps to clarify and define important industry trends such as deregulation and pri-
vatization. In this edition, for the first time, you will find a summary of the minutes-of-
use for Voice over IP (VoIP) traffic, a useful addition given the recent growth of this sec-
tor and the attention it’s getting from end-users, ISPs, data vendors, and existing tele-
com operators.

As we all know, next generation services like VoIP are a small part of a much larger phe-
nomenon—the explosive growth of the Internet worldwide. Here in the United States, -
this phenomenon has already firmly taken hold. The U.S. alone accounts for more than
40 percent of current global internet usage, and our e-commerce spending is expected
to reach over $35 billion this year. According to a number of recent reports, however,
the biggest growth in Internet usage and spending during the next several years is like-
ly to take place in Europe and Asia-Pacific. For example, Europe is expected to add
more new Internet users than any other world region, and Asia-Pacific will experience
the most rapid annual growth rate. With those kinds of expectations, it’s extremely
important to have a solid understanding of the global marketplace, the key players who
shape it, and the relationships and alliances that unfold and shift almost daily. Clearly,
a report like TeleGeography’s will continue to be invaluable.

On behalf of the entire WorldCom family, | am pleased to commend this TeleGeography
2001 report to your attention. We're proud to sponsor this report and to continue our
long-standing support of the annual TeleGeography series—one of the few tools avail-
able today that actually makes the often unpredictable global telecommunications jour-
ney just a little easier to navigate.

Robert K. Lacy

Vice President
WorldCom International Expansion Support
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Executive Summary

The web of supply and demand in the international telecom
industry becomes more intricately woven each year. The
purpose of the TeleGeography annual report is to help read-
ers understand how that web is evolving through careful
observation and rigorous reporting. The highlights of this
year’s edition follow.

Competition

As of July 2000, more than 2,800 companies worldwide
were authorized to build international telephone networks.
Three years before, there were less than 600. Although
most of these companies are too small to be noticed, their
gross impact on global traffic flows is hard to miss. In total,
the facilities-based carriers which started business since
1989 now carry almost a quarter of the world’s interna-
tional call minutes. In places like Hong Kong and Germany,
for example—where the incumbents had only lost their
monopolies in' 1998—new entrants gained more than a
third of the international minutes market in just one year.

Pricing

Prices for international calls are falling fast. Cutthroat com-
petition in the intemnational services industry is providing
the incentive—and falling settlement and bandwidth costs

the means—for carriers to slash prices. Call prices from
parts of recently liberalized Western Europe (e.g., Germany)
to many international destinations have fallen 90 percent in
just two years. Ironically, the only thing holding up interna-
tional call prices on many competitive routes is the cost of
local interconnection at either end of the call. In the long
run, as the settlements regime disintegrates in favor of an
interconnection model, we can expect local, domestic long
distance, and international consumer prices to converge.
Just as we were going to press, the German regulator helped
prove the point by permitting Deutsche Telekom to charge
just 9 pfennigs (4¢) per minute for calls to the United
States—only one pfennig more than a call to the apartment
next door.

Facilities

The undersea bandwidth boom reached an unprecedented
single-year growth rate in 2000. Submarine cables instailed
in 2000 increased aggregated trans-Atlantic bandwidth by
a factor of 12 in just one year, to over two terabits per sec-
ond. And while huge growth rates in long-haul capacity
have been standard fare for the latter half of this decade,
bandwidth at the edges—in the metropolitan area network
(MAN)—has been in short supply until recently. This short-

Figure 1. Falling Prices, Falling Revenue

Lowest Available Retail Price for Calls from Germany
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Figure 2. Top Carriers and Competition

International Traffic by Carrier Type, 1989-1999
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The Top 10 International Carriers

Outgoing Traffic
(millions of minutes)

Rank Company {Country) 1998 1999
1. AT&T(US) 10,798.5 10,816.5
2. WorldCom (U.S.) 7,195.0 8294.9
3. France Télécom (France) 3911.0 4,390.0
4. BT{UK) 4,249.3 4,029.1
5. Deutsche Telekom (Germany) 4,711.0 3,860.0
6. Sprint (U.S.) 2,916.0 3714.4
7. C&W Com. (U.K.) 2,646.2 3,177.0
8. Telecom [talia (ltaly) 2,339.4 2,390.6
’ 9. Swisscom (Switzerland) 2,258.0 2,259.0
10. China Telecom (China) 1,715 1,950.0
Top 10 Total 42,7359 44,881.5
Global Total 93,350.0 107.800.0

Source: TeleGeography research
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age sparked a MAN building boom—first in the U.S. and
then in Europe. In most international business cities, at
least three (and often more) networks are being construct-
ed, creating a unprecedented capacity infrastructure filled
with many hundreds of fiber pairs.

Internet Backbones

So what is filling up all this new capacity? Although people
do make more phone calls each year, much new bandwidth
is being devoured by hungry Internet service providers
(ISPs). In 2000, ISPs began to take advantage of the fiber
explosion, and some upgraded their international backbone
connections from 155 Mbps to 2.5 Gbps (or 2,500 Mbps).
This led to a tripling or quadrupling of bandwidth on many
routes, especially those connecting North America to Europe
{13 to 56 Gbps) and to Asia (6 to 20 Gbps).

Traffic Flows

International telephone traffic grew by over 15 percent in
1999, to 107.8 billion minutes, fueled by falling prices and
the mobile phone boom in Europe and Asia. Call volume
grew especially rapidly in Western Europe, where new carri-
ers piled into recently liberalized markets, and where mobile
operators added 75 million customers, International traffic
from countries such as the Netherlands and Germany, which
had been growing at five percent or less in 1996 and 1997,
increased by 14 to 18 percent in 1999. Nevertheless,
demand did not grow fast enough to compensate for the
steep drop in prices, as many carriers, including Telstra,
Sprint, and Telmex, reported increased call volumes, but
lower revenues from international calls.

10

Mobile phones played an increasingly important role in
international telephone traffic in 1999—approximately 11.5
percent of international calls were placed from mobile
phones. Almost two-thirds of this traffic was generated in
Europe, where cross-border roaming contributed substan-
tially to international call volumes. Swisscom, for example,
reported that mobiles originated one-third of outbound
international calls in 1999.

Voice over Internet Protocol (VoIP) traffic began to have an
appreciable impact on international call volumes in 1999,
Total international VoIP traffic grew more than tenfold, to
approximately 1.7 billion minutes, Although VoIP account-
ed for only approximately 1.6 percent of total international
traffic in 1999, it had a disproportionate impact on some
routes, particularly from the U.S. to developing countries.
The largest route for international VoIP, by far, is from the
U.S. to Mexico. In 1999, calls between these two countries
accounted for nearly 30 percent of all international VoIP
minutes.

Conclusion

This year’s edition of TeleGeography—the most compre-
hensive yet—expands on the points above with a collection
of 15 topical essays and over 250 statistical tables and
charts. Like the markets we cover, however, the form and
function of TeleGeography are evolving. We welcome your
guestions, comments, and criticisms to help improve future
editions. Please send your correspondence to the coordi-
nates listed on the title page of this book. @=@
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The Growth of International Services Competition

Sixty Percent Growth in Competition

As of July 2000, more than 2,800 companies worldwide
were authorized to build facilities to offer international tele-
phone service. Three years before, there were less than 600
{see Figure 1. The International Carrier Boom). In the
fastest growing markets (the U.S. and Western Europe), the
pace is not likely to slow down, even in the face of the recent
stock market slide. One might assume that closing the door
to international capital would impede new entrants. But
many new carriers do not own extensive submariné cable
capacity and switching assets, so their start-up costs can be
minimal. In the U.S. especially, the hundreds of small com-
panies that are authorized to own networks may never build
them,

Nonetheless, a handful of carriers have built new networks,
and they have collectively chipped away at incumbent mar-
ket shares. In total, the facilities-based carriers which start-
ed business since 1989 now carry almost a quarter of the
world’s international telephone traffic (see the “Overview of
International Traffic Trends” in the Traffic Analysis section
below).

The relationship between the network builders and the
swarm of “virtual” carriers—which repackage the facilities
and services of network builders—is one of symbiosis. New
market entrants, while they represent a competitive threat,
can also be the incumbent’s best customers. And, in some
cases, new specialist wholesale carriers are serving up their
facilities in the other direction—to established carriers that
are encumbered by marketing expenses and bureaucratic
processes.

The New Breed of Virtual Carrier

Both facilities-based and virtual carriers alike are always on
the hunt for new ways to cut prices without shrinking profit
margins. The latest development in alternative traffic rout-
ing is creating a new kind of packet-switched symbiosis.
Once the network builders determine how to send commer-
cial grade traffic on IP networks reliably and to devise a way
to settle accounts properly, the ranks of international carri-
ers will swell even more rapidly. Indeed, IP connectivity may
lead to unregulated international carriers on virtually every
street corner, in every corner of the world. @=@

Figure 1. The International Carrier Boom

Global Growth of International Carriers, July 1995 - July 2000
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Note: Figures include all carriers authorized to provide international facilities-based service or international simple resale {ISR).
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Figure 2. Countries with International Telephone Service Competition
Number of Authorized International Carriers
Rank Country July 2000 July 1999 July 1998 July 1997 July 1996 July 1995
1 United States 1,100 679 393 175 115 65
2 United Kingdom 306 215 144 100 65 35
3 Hong Kong 150 80 4 1 1 1
4 Japan 115 50 13 3 3 3
5 Germany 90 40 32 1 1 1
6 France 89 50 29 1 1 1
7 Canada 75 49 21 21 19 18
8 Netherlands 60 30 23 3 1 1
9 ltaly 52 15 9 1 1 1
10 Switzerland 50 40 21 1 1 1
11 Denmark 45 18 " 9 7 1
12 Australia 40 28 14 10 8 8
13 Austria 40 17 13 1 1 1
14  lIreland 40 25 5 3 3 1
15 Korea, Rep. 40 24 3 2 2 2
16  Singapore 40 1 1 1 1 1
17 Norway 35 14 7 1 1 1
18  Russia* 30 30 1 1 1 1
19  Spain 30 16 9 1 1 1
20 Sweden 26 16 13 1" 9 7
21  Belgium 21 18 1 1 1 1
22 New Zealand 21 19 11 9 9 2
23  Finland 20 8 8 8 8 5
24 Peru 19 18 1 1 1 1
25 Mexico 16 16 15 9 1 1
26  Portugal 15 1 1 1 1 1
27  Philippines 12 12 12 9 9 9
28 Chile 10 10 9 9 9 9
29 El Salvador 10 10 10 1 1 1
30 Luxembourg 10 4 1 1 1 1
31 Taiwan 10 1 1 1 1 1
32 lceland 8 3 1 1 1 1
33 Malaysia 5 5 5 5 5 4
34 Argentina 4 2 1 1 1 1
35 Colombia 3 3 3 1 1 1
36 Dominican Rep. 3 3 3 3 3 3
37  lsraei 3 3 3 3 1 ]
38 Kazakhstan 3 3 3 1 1 1
39 Ecuador 3 3 3 3 1 1
40 Bermuda 2 2 2 2 2 1
41  Brazil 2 2 1 1 1 1
42  Brunei 2 2 2 2 2 2
43 China 2 2 2 2 2 2
44  Dominica 2 2 1 1 1 1
45 Georgia 2 2 1 1 1 1
46 Guatemala 2 2 1 1 1 1
47 Indonesia 2 2 2 2 2 2
48 Nepal 2 1 1 1 1 1
49  Ukraine 2 2 2 2 2 2
Note: Figures inciude all carriers authorized to provide facilites-based international service or international simple resale as of July 1 for each year.
* Estimates include Russian carriers authorized to provide service only in certain municipalities.
Source: TeleGeography research © TeleGeography, Inc. 2000
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Market Shares of International Carriers

Percentage of Qutgoing Minutes

Country/Carrier 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
Australia
Telstra 100.0 98.0 87.0 76.3 734 62.0 55.0 49.0 495
C&W Optus 20 13.0 219 234 27.0 26.0 220 219
AAPT 11.0 13.4 13.6
Primus 3.0 4.0 5.0
Teleglobe 44 44
Others 18 3.2 11.0 5.0 7.2 5.6
Austria
Telekom Austria 100.0 95.0 80.0
UTA Telekom 15 6.0
Tele2 5.0
tele.ring 3.0
Others 35 6.0
Belgium
Belgacom 100.0 87.0 81.0
Others 13.0 19.0
Canada *
Stentor 71.0 70.0 70.0 69.0 66.0 54.0 44.0 44.0 41.0 40.0 n.a.
Bell Canada 230
Teleglobe 29.0 30.0 30.0 31.0 29.0 33.0 30.0 23.0 26.0 24.0 20.0
Sprint Canada 15.0 21.0 17.0 18.0 20.0
AT&T Canada 1.0 5.0 8.0 9.0 10.0 14.0 9.0
Primus 9.0
Telus 6.0
Others 40 8.0 3.0 3.0 5.0 4.0 13.0
Chile *
CTC Mundo/Globus <1.0 17.5 31.2 31.0 31.5 330 35.0 33.0
ENTEL Chile 100.0 80.0 57.5 40.0 40.6 313 33.0 31.0 31.0
Chile Sat ! 20.0 25.0 19.7 19.4 15.2 17.0 13.0 15.0
BellSouth Chile 6.6 6.8 10.0 10.0 10.0 10.0
AT&T (FirstCom) 1.2 <1.0 2.8 3.0 5.0 3.0
TransAm <1.0 <1.0 28 3.0 3.0 3.0
Others <1.0 <1.0 <1.0 <1.0 3.0 5.0
Denmark
Tele Danmark 100.0 92.5 84.4 67.5 55.3
Tele2 4.0 6.6 124 13.2
Telia Danmark 35 6.3 9.9 10.7
Global One 6.6
RSL Com 3.7
Interoute 3.7
Teleglobe 3.1
Others 27 10.3 3.7
Dominican Republic
Codetel 100.0 >90.0 85.8 83.0 77.0 738 72.2 78.1
Tricom n.a. 6.7 75 12.8 129 15.5 14.2
AACR n.a. 15 9.5 10.2 133 123 1.1
Notes:

Data based on outgoing international traffic for the public switched network and International Simple Resale (ISR} covering the full calendar or fiscal year. Some data aggre-
gated in "Others" rows include market shares for carriers shown individually in later years. Market shares may not total to 100 percent due to rounding.

* Canada: The Stentor alllance, which was dissolved in 1999, included Bell Canada, Telus, MTS, SaskTel, and Aliant. BCE, the parent company of Bell Canada, announced
the purchase of Teleglobe in February 2000. Until October 1998, Teleglobe held a monopoly on all non-U.S. routes. Sprint Canada market shares include traffic carried by
Fonorola, which merged with Sprint Canada in 1998. AT&T Canada market shares include ACC traffic prior to 1999 merger. Primus acquired the consumer division of AT&T

Canada in May 1999.

* Chile: CTC Mundo/Globus market shares prior to 1998 merger aggregate CTC Mundo and Globus (formerly VTR) traffic.

Source: TeleGeography research
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Percentage of Outgoing Minutes

Country/Carrier 1989 1990 19N 1992 1993 1994 1995 1996 1997 1998 1999
El Salvador
CTE Antel Telecom 100.0 91.5 85.0
Telefonica de El Salvador 7.0
Teleglobe ’ 6.0
Others 8.5 20
Finland
Sonera 100.0 90.0 72.8 66.0 58.9 54.7 53.0
Finnet international 5.0 19.1 24.2 282 28.0 25.7
Telia Finland 3.0 1.1 8.8 93 12.0 8.6
RSL Com 5.6
Others 20 04 0.9 35 5.2 7.1
France
France Télécom 100.0 93.0 88.7
Teleglobe 36 4.6
Cegetel 1.9 40
Others <1.0 2.7
Germany * N
Deutsche Telekom 100.0 80.3 55.4
Mannesmann 1.2 131
WortdCom 1.8 49
Viag Interkom 14 39
Teleglobe 18 24
RSL Com 23
Others 15 18.0
Hong Kong *
C&W Hong Kong Telecom 100.0 90.0 61.3
New World Telephone 20 14.3
New T&T Hong Kong 20 12.0
Teleglobe 5.1
Others 6.0 73
Indonesia
PT Indosat 100.0 99.5 95.4 88.5 84.8 88.3 86.5
PT Satelindo 0.5 46 11.5 15.2 1.7 135
Ireland
Eircom 100.0 91.0 780 74.0
Esat Telecommunications 5.0 8.0 11.0
WorldCom 3.0 30 3.0
Others 1.0 11.0 12.0
Israel
Bezeq 100.0 725 514 459
Barak ITC 15.0 24.8 300
Golden Lines 125 237 24.1
ltaly
Telecom ltalia 100.0 88.6 771
Infostrada 45 8.4
Teleglobe 38 4.2
Albacom 1.0 1.6
Wind Telecomunicazioni 1.6
Others 2.0 71
Notes’

* Germany: Mannesmann market shares include international traffic carned by mobile operator Mannesmann Mobilfunk and the long distance carriers Mannesmann
ARCOR and o.tet o

* Hong Kong' C&W Hong Kong Telecom was acquired by Pacific Century CyberWorks in August 2000.

Source: TeleGeography research © TeleGeography, Inc. 2000
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Market Shares of International Carriers (continued)

Percentage of Qutgoing Minutes

Country/Carrier 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
Japan *
KDD 93.3 88.0 733 69.7 66.9 66.3 66.2 63.9 62.7 58.0 51.1
C&W IDC 317 6.5 133 15.3 16.9 173 17.3 187 18.4 18.2 175
Japan Telecom 3.0 5.5 13.4 15.0 16.2 16.4 16.5 17.5 19.0 18.3 174
Teleglobe 3.2
NTT 1.2
Others 5.5 9.6
Korea, Rep.
Korea Telecom 100.0 79.9 745 68.7 72.6 735 69.0 66.6 59.5
DACOM 20.1 25.5 313 214 26.5 21.0 219 247
Onse 4.0 11.5 15.8
Malaysia *
Telekom Malaysia 100.0 90.0 80.0 71.0 58.5
Celcom 8.0 11.0 10.0 14.5
Maxis 76 1.2
TIME Telekom 50 8.7
Digi 1.2
Others 20 9.0 <1.0 n.a.
Mexico N
Telmex 100.0 83.0 78.0 68.0
Alestra 8.5 10.5 16.0
Avantel 15 85 10.0
Telegiobe 20
Protel 1.0 1.0
lusacell 1.0
Others 1.0 20 20
Netherlands
PTT Telecom (KPN) 100.0 95.0 849 75.6
RSL Com 3.0
EnerTel 2.0 20 25
Teleglobe 1.6
Others 3.0 133 173
New Zealand
Telecom N. Zealand 1000 92.0 82.0 80.0 784 748 78.0 78.2 74.6 715 725
CLEAR 8.0 18.0 20.0 21.6 25.2 22.0 19.8 20.2 123 17.9
Teleglobe ' 6.9 6.2
Others 20 5.2 33 3.4
Norway
Telenor 100.0 935 73.0
Tele2 Norge 1.0
World Access 6.0
Telia 5.0 5.0
Others 1.5 9.0
Notes:

* Japan: Japan Telecom market shares mclude ITJ prior to 1997 merger.
* Malaysia: Binariang changed its name to Maxis Communications in 1999,

Source: TeleGeography research © TeleGeography, Inc. 2000
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Percentage of Outgoing Minutes

Country/Carrier 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
Philippines *
PLDT 100.0 91.6 84.2 69.0 68.0 79.0 73.0 69.0 59.2
Globe Telecom 20 1.0 8.6 17.6
Digitel 20 30 43 5.8
Bayan Tel <1.0 4.0 5.0 5.7 5.5
Capito] Wireless <1.0 <1.0 1.0 1.0 35 46
Eastern 7.0 6.0 5.0 10 6.4 40
Philippine Global Com. 84 15.8 23.0 23.0 6.0 30 1.1 18
Islacom <1.0 <1.0 <1.0 14
Others ' <1.0 <1.0
Spain
Telefonica 100.0 90.5 86.0
Retevision 45 1.0
Teleglobe 2.5
Lince 25
Others 5.0 2.0
Sweden
Telia 100.0 92.0 81.0 76.0 69.0 66.0 62.0 53.0
Tele2 8.0 13.0 21.0 220 220 24.0 18.0
RSL Com- 8.0
Telenordia 7.0
World Access 4.0
WorldCom 4.0
Teleglobe 20
Others 3.0 9.0 120 14.0 40
Switzerland
Swisscom 100.0 93.5 82.7
diAx 0.7 6.7
Sunrise 3.0 5.1
Others 2.8 5.5
United Kingdom *
BT 91.0 86.0 81.0 76.8 14.2 68.6 67.7 60.0 54.9 51.6 397
C&W Com. 9.0 14.0 19.0 232 24.0 28.1 25.8 26.8 30.3 32.2 31.3
WorldCom 6.6 5.1 5.1 10.0
Teleglobe 42 48
RSL Com . 3.0
WorldxChange 3.0 36 3.0 20
Giobal One 31 1.5 15 2.0
Others 1.8 3.3 6.5 <1.0 46 2.2 1.2
United States *
AT&T 83.3 784 74.8 70.3 62.2 60.1 54.3 50.2 44.7 39.6 365
WorldCom 10.2 14.6 17.8 21.2 254 28.6 320 329 31.2 28.8 28.0
Sprint 5.8 6.4 6.3 13 10.3 1.1 11.3 13.2 12.0 1.7 125
Teleglobe USA 1.3 33 5.7
World Access 1.0 2.1 38
Viatel 0.3 0.8 3.0
Primus 0.3 0.5 29
STAR Telecom. 0.5 1.8 2.1
Others 0.7 0.7 1.1 1.2 2.1 0.2 24 31 8.7 10.8 49
Notes:

* Philippines: PLDT market shares include Smart Communications traffic prior to 19989 acquisition.

* United Kingdom- The figures for Cable & Wireless Communications reflect data for Mercury prior to its April 1997 merger with Bell Cablemedia, Videotron, and NYNEX
CableComms. WorldxChange market shares include ACC Long Distance U.K. traffic prior to 1999 acquisition.

* United States” Market shares for U.S. carriers prior to 1993 exclude traffic to Canada and Mexico. WorldCom market shares prior to 1998 merger aggregate MCI and
WorldCom traffic. World Access market shares include FaciliCom traffic prior to 1999 merger. in February 2000, World Access announced agreements to acquire STAR and
WorldxChange. Viatel traffic includes Destia, which was acquired by Viatel in November 1999.

Source: TeleGeography research © TeleGeography, Inc 2000
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The Top 40 International Carriers

Outgoing Traffic 1999 Revenue
(millions of minutes) (USS$ billions)
Rank Company Origin Country 1999 1998 Change 98-99 Total Int'l Service
1.  AT&T(a) us. 10,816.5 10,7985 0.2% $62.6 $4.9
2. WorldCom {a) U.S. 8,294.9 7,195.0 15.3% $37.1 $3.5
3. France Télécom France 4,390.0 3,911.0 12.2% $29.0 $1.3
4. BT (b} UK 4,029.1 4,2493 -5.2% $35.3 $2.0{est.)
5. Deutsche Teiekom {a) Germany 3,860.0 4711.0 -18.1% $37.8 $1.5
6. Sprint{a) u.s. 37144 2,916.0 27.4% $19.9 $0.8
7. C&WCom. (a, b) UK 3,177.0 2,646.2 20.1% $3.0 $1.1 (est.)
8. Telecom ltalia {a) ltaly 2,390.6 2,339.4 2.2% $33.9 $1.4
9. Swisscom Switzerland 2,259.0 2,258.0 0.0% $7.4 $0.5
10._ China Telecom China 1,950.0 1,711.5 13.9% $33.7 $2.0 (est.)
11.  Teleglobe USA (a) u.s. 1,679.7 830.3 102.3% $29 $0.1
12 C&W Hong Kong {a, b) Hong Kong 1,668.3 1,681.6 -0.8% $3.6 $1.4
13.  Telefonica (a) Spain 1,665.0 1,518.0 9.7% $24.5 $0.8
14.  PTT Telecom (KPN}) (a) Netherlands 1,625.0 1,600.0 1.6% $8.6 $1.7
15.  Singapore Telecom {a, b) Singapore 1,350.0 1,235.0 9.3% $2.9 $1.0
16. Bell Canada Canada 1,305.0 1,350.0 -3.3% $12.6 $0.3 (est.)
17. Belgacom {a) Belgium 1,288.0 1,271.0 1.3% $4.9 $0.6
18.  Teleglobe (a) Canada 1,130.0 1,145.0 -1.3% $2.9 $0.4
19.  Sprint Canada Canada 1,130.0 865.0 30.6% $19.9 $0.4 (est.)
20. World Access (a) u.s. 1,129.5 678.8 66.4% $0.5 $0.1
21.  Telekom Austria (a) Austria 1,080.0 1,100.0 -1.8% $4.0 $0.2 {est.)
22. Telmex (a) Mexico 1,063.1 1,022.8 3.9% $10.1 $1.2
23.  Saudi Telecom Saudi Arabia 1,060.0 932.6 13.7% $4.0 {est.) $0.2 (est)
24, Telstra (b} Australia 1,046.0 836.0 25.1% $12.5 $0.6
25.  WorldCom U.K. {a, b} UK. 1,015.0 425.0 138.8% $37.1 $0.4 (est.)
26. KDD (a) Japan 1,000.0 1,100.0 -9.1% $5.4 $1.5
2]. Etisalat UAE 963.0 874.8 10.1% $1.7 $0.2 (est.)
28. Chunghwa Telecom Taiwan 949.3 862.0 10.1% $6.4 $0.6 (est.)
29. Rostelecom {a) Russia 928.2 1,038.3 -10.6% $0.9 $0.6
30. Mannesmann Germany 915.0 425.0 115.3% $9.7 $0.3 (est.)
31.  Viatel (a) u.s. 901.6 202.3 345.6% $0.2 <$0.1
32.  Primus (a) U.s. 868.5 124.9 595.4% $0.8 $0.1
33. STARTelecom. {a) us. 785.8 457.4 71.8% $1.1 < $0.1
34. Eircom {a, b} Ireland 749.1 613.0 22.2% $2.0 $0.1
35 OTE Greece 725.7 681.3 6.5% $2.0 $0.6
36. Telia Sweden 725.0 750.0 -3.3% $6.3 $0.3
37.  Turk Telekomunikasyon Turkey 698.4 644.1 8.4% $3.7 $0.2 (est.)
38. Telekomunikacja Polska Paland 624.0 602.4 3.6% $33 $0.2 (est)
39. Telecom New Zealand (b) New Zealand 590.6 473.3 24.8% $2.2 $0.2
40. Embratel (a) Brazil 5748 5458 5.3% $3.1 $1.0
Note: Traffic figures are for public switched telephone network (PSTN) circuits only (service resale is excluded). Data for U.S. and U.K carriers include
International Simple Resale (ISR). Carrier rankings based on originating country minutes only; when based on the aggregated traffic of all subsidianies, the top
multinational carriers include: AT&T/BT {Cancert), WorldCom, and Teleglobe. International service revenues generally reflect net of PSTN service revenues
after adding or subtracting for settlement payments, but may also include some private line revenue All revenue figures converted from original currency at
conversion rate current to year end reported Some revenues figures have been estimated (est.).
a Data based on billing point of call, not originating point.
b Data are for the fiscal year ending 31 March. Telstra and Telecom New Zealand FY ends 30 June.
Source TeleGeography research, FCC, and company reports © TeleGeography, Inc. 2000
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The Top U.S. International Carriers

Outgoing Facilities-Based Traffic (millions of minutes)

Rank Company 1999 1998 Growth
1 AT&T 10,816.5 10,798.5 0%
2 WorldCom 8,294.9 7,195.0 15%
3 Sprint 3,714.4 2,916.0 27%
4  Teleglobe USA 1,679.7 830.3 102%
5 World Access 1,129.5 678.8 66%
6 Viatel 901.6 202.3 346%
7  Primus Telecommunications 868.5 124.9 595%
8 STAR Telecommunications 785.8 457.4 2%
9 RSL Communications 389.5 2143 82%

10  Pacific Gateway Exchange 284.1 641.4 -56%
11 Startec Global Communications 207.2 20.0 936%
12 IDT Corporation 151.3 94 1510%
13 GTE Corporation 60.9 52.7 16%
14 | Telefonica Larga Distancia {Puerto Rico) 425 455 -7%
15  Tricom USA 416 66.1 -37%
Carrier Share of Outgoing Traffic, 1990-1999
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Note; Traffic figures are for public switched network circuits based on billing point of call, not originating peint. International Simple Resale {ISR} is included in facilities-

based totals.

Source; TeleGeagraphy research and FCC carrier filings

© TeleGeography, inc. 2000
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A Primer on Bandwidth Exchanges

The term “bandwidth exchange”™ has been pulled and
stretched to cover the canvas of diverse business models
and operational approaches. But what exactly is a band-
width exchange? Part of the definitional problem originates
from the complexity inherent in the telecom industry’s web
of supply and demand—whether it be for cross-border tele~
phone calls, intracity fiber optic connections, or access to
the Internet’s cloud. A second, more obvious, obstacle to a
clear definition is the newness of the bandwidth exchange
business—many companies have redirected and redefined
their strategic focus (and marketing programs) more than
once in just a few short years of existence.

Nonetheless, these bandwidth bazaars all share a common
purpose: to facilitate transactions between buyers and sell-
ers. Their challenge—and the source of their diversity—is to
develop the best methodology for facilitating each type of
transaction.  This "primer differentiates the services
exchanged, as well as the role played by the matchmaker in
each deal. We will begin with a brief description of the com-
panies involved—including Band-X, now TeleGeography’'s
corporate parent.

Background

The traditional process of buying and selling communica-
tions bandwidth—for carriers, ISPs, and multinational cor-
porations alike—can be time-consuming and labor-inten-
sive. The process typically requires direct negotiation over
price, quality, and delivery. An exchange, however, can
extend, complement, or replace all or part of a buyer’s or
seller’s sales force at various stages of the process.
Furthermore, bandwidth buyers can use exchanges to find
quickly the best price/quality ratio on offer, and bandwidth
sellers with excess capacity can eam incremental revenues
with minimal effort.

A bandwidth exchange may consist of a bullpen of brokers,
perhaps part of a larger team of traders, who spend their
days scanning price listings and phoning potentially inter-
ested parties. We classify these brokerages, along with bul-
letin-board operators, as “virtual matchmakers.”
Alternatively, an exchange may be based upon a switch con-
nected to a computerized system where anonymous buyers
and sellers swap traffic. Such exchanges, which have facili~
ties where members interconnect their networks for physical
delivery, fall under the category of “physical matchmakers.”
Both operational models, virtual and physical, assist buyers
and sellers of bandwidth in finding counterparties and com-

20

pleting transactions. Of the more than 35 companies with
actual or stated plans to trade bandwidth, at least twelve
have facilities which route capacity between buyers and sell-
ers. The remaining two-thirds of existing exchanges, accord-
ingly, are virtual matchmakers.

Bandwidth exchanges also differ by their own degree of
involvement in the bandwidth transaction. Some exchanges
are neutral, favoring neither buyer nor seller; others are cre-
ated by a party to the trades. The latter category includes
“market maker” exchanges—exchanges whose founders are
in the carrier or capacity building business. The oft-cited
market maker example is Enron, the energy company which
is investing heavily in both a nationwide network build-out
and the development of a bandwidth trading exchange (see
Figure 1. Selected Bandwidth Exchanges).

But why would an energy company enter the world of
telecommunications bandwidth? The power industry’s
experience with energy trading may prove applicable to the
emerging bandwidth marketplace. Enron’s vision of the
communications market relies on the commoditization of
bandwidth, where a liquid market allows the trading of for-
ward contracts and financial derivatives by bandwidth
users, as well as speculators and arbitrageurs. This vision
may bear fruit. Our discussion here, however, focuses on
the current state of the bandwidth exchange industry and
emphasizes the delivery market for bandwidth—the buying
and selling of bandwidth for actual use—rather than the still
mostly theoretical trading world of bandwidth financial
instruments.

Services

To date, most bandwidth trading has focused on intema-
tional telephone calls, or “minutes,” and raw network con-
nectivity, or “bandwidth circuits.” More recently, bandwidth
exchange Band-X has also begun trading Intemnet transit, or
“routed IP” services. Some exchanges may also broker
related services to their customers, such as colocation space
in carrier hotels, or empty ducts between points in a city.

Minutes. Telephone carriers typically meter service to their
customers in minutes or a portion thereof. Thus, because
carriers around the world have agreed on standard defini-
tions of a “conversation minute,” they are able to route
minutes easily from one network to another through their
switches.
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Figure 1. Selected Bandwidth Exchanges

www.ratexchange.com

London
Frankfurt

Products
Type of Currently Switch, Router,
Exchange Matchmaker Traded or Hub Locations
Asia Capacity Exchange Hybrid Minutes Hong Kong ¢ Formed e-bandwidthtraders.org (eBT0)
(ACE) Bandwidth Los Angel with TheGTX and RateXchange to promote
ace-asia.com circuitsl S Angeles interests of online exchanges
* Plans to broker options on bandwidth
within next six months
AIG Telecom Physical Minutes Jersey City, NJ * AlG is the buyer to every seller, and
aigtelecom.com seller to every buyer
Arbinet-thexchange Physical Minutes New York * Handles billing and settlement, takes on
www.thexchange.com London countarparty risk
¢ Automated integration of web site,
switch, and 0SS
+ Plans to expand into new cities and
products {e.g., bandwidth circuits)
Band-X Hybrid Minutes London ¢ Minutes and Internet access services
. are routed through Band-X facilities
www.band-x.com Bandwidth Hong Kong
circuits New York * Acts as virtual matchmaker for
internet ew Yor bandwidth circuit transactions and co-
nternetaccess | ;. Jocation
Colocation Amsterdam * |s deploying facilities in ten countries
. this year, including India, Brazil, and S.
Dublin Africa, where offices are already open
Bandwidth.com Virtual Bandwidth n.a. * Partnered with Chapel Hill Broadband,
bandwidth.com circuits which brokers wholesale capacity leads
Chapel Hill Broadband Virtual Bandwidth na. * Provides carrier-neutral brokering of
chbroadband circuits wholesale capacity, including dark fiber
Www.choroa -com Colocation and wavelengths
» May also represent buyer or seller in
negotiating specific contracts
Enron Broadband Services Physical Bandwidth New York + Intending to create a commodities
enron.net circuits Los Angeles market for bandwidth circuits
* Developing nationwide network of
paacling points
Global TeleXchange Hybrid Minutes New York * Brokers bandwidth circuits as virtual
(TheGTX) Bandwidth London matchmaker
www.thegtx.com circuits Miami ¢ Building “mesh network” of
tami interconnected hubs to trade minutes
Los Angeles « Also intends to trade application
Frankfurt services
Amsterdam
RateXchange Hybrid Bandwidth 8 delivery hubs in | ¢ Operates an electronic trading system
circuits North America for commoditized bandwidth trading

« Formed alliance with brokerage Amerex

Bandwidth

Source: TeleGeography research and company reports

Note: The fist of bandwidth exchanges presented here is not exhaustive. City locations are listed in approximate order of deployment and magnitude as of Dct. 2000.
© TeleGeography, Inc. 2000
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Figure 2. Common Bandwidth Trading Parameters

Minutes

» Origination location (switch/city)
» Termination location (city or country)

* Quality metric {Answer Seizure Ratio, Post
Dial Delay, or Call Quality Index)

« Rate (price)

» Timing/Availability (start and end date of
service)

Bandwidth Circuits

» Origination location (city)

« Termination location {city or country)
* Rate {price)

* Speed (e.g., T3/45 Mbps)

« Transport (e.g., fiber-optic cable)

+ Commitment (in months)

« Availability {start date)

Note: Adapted from the Asia Capacity Exchange (ACE) website, www.ace-asia.com

© TeleGeography, Inc. 2000

Many exchanges, including Band-X, Arbinet, and TheGTX,
currently trade minutes. The total volume of minutes trad-
ed through exchanges is difficult to ascertain. But our
research indicates that international traffic flows through
exchanges could reach 300 to 500 million minutes in
2000—about 0.5 percent of the world's traffic.

The minutes bought and soid through an exchange may
include either traditional, circuit-switched minutes, or Voice-
over-IP (VolP) minutes. Some exchanges specialize in IP
minutes (e.g., Pulver.com’s Min-X); others allow members
to specify if VoIP minutes are desired (e.g., Arbinet). Those
exchanges with their own switching facilities may trade cir-
cuit-switched and [P minutes without differentiation if their
switches route both SS7 (circuit-switched) signaling and IP
protocols. Although hard numbers are difficult to come by,
it is generally agreed that VoIP minutes make up a small,
though growing, share of the total minutes traded. Arbinet,
for example, reports that nearly ten percent of its traded
traffic is Voice-over-iP.

Minutes offers are typically listed on exchanges on a coun-
try-to-country or city-to-city basis: for example, “U.S. to
India at $0.13 per minute.” And although each minute is,
by definition, the same 60 seconds of connect time, a
minute’s quality is not standard and can vary considerably.
For this reason, minutes offers frequently contain a quality
metric as well (see Figure 2. Common Bandwidth Trading
Parameters).

Bandwidth Circuits. International carriers of voice and fax
services may purchase wholesale minutes, as discussed
above, to route calls to their desired destinations.
Alternatively, buyers may lease or purchase bandwidth cir-
cuits between points and provision switches at the ends.
Thus, minutes and bandwidth circuits can be, in some
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instances, substitutes for each other. But there the com-
parison ends. Minutes are a service which ride on a phys-
ical circuit; bandwidth circuits are the capacity which may be
provisioned to carry any application. A buyer purchases
minutes by quantity, and bandwidth circuits by capacity, for
a given time period.

Bandwidth circuits are typically listed in city pairs and by
potential carrying capacity: for example, New York to
London at 2 Mbps. In addition to the geographic and
capacity parameters, bandwidth circuit exchangers must
specify their commitment period. Commitments can range
from one year leases to Indefeasible Rights of Use (IRUs) for
the lifetime of the facility.

Bandwidth circuits take various forms. The circuit may be a
satellite link, a segment of a terrestrial network, or an
undersea submarine cable connection between world
regions. As the medium used to carry the traffic differs, so
too does the circuit’s level of provisioning. A company may
purchase dark fiber, which is optical fiber not connected to
transmission equipment. Alternatively, a company may pre-
fer a circuit which is already “lit” to handle its application of
choice. A new class of bandwidth products—wavelengths—
has recently emerged for buyers and sellers of optical fiber.
A wavelength, or a single channel on an optical fiber system,
is typically sold at 2.5 Gbps or 10 Gbps increments (see
TeleGeography's International Bandwidth 2000 report for a
detailed explanation of the various options available).

Given the wide range of bandwidth circuit increments and
technologies, determining universal standards and contracts
is far from a simple task. Band-X has developed a stan-
dardized Service Level Agreement (SLA), which includes
both provisioning time and SLA post-provisioning, for band-
width circuit trades on its exchange. A few organizations,
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 irequest,:
. -more:than 50 camers At:this:point, the web:site’s partlczpatlon

.Blessed w1th a hlghly pnzed domam name; BandWIdth com. began'
: operations as a bulletm~board virtual matchmaker for-bandwidth
The “company :generates enterprlse ‘or. retail, cus-
“tomer sales leads- through:its wehslte and passes; them along -to
carriers. zBandwidth:com’s:partnership: with: broketage ‘Chapel Hill
1 Broadband allows it to providé wholesale: bandwidth matchmaking
services as well. e r

circuit sales.

A typlcal user of the Bandwidth. com websxte may be;:for example
a corporate ne_twork manager’ searchmg for - “dedicated circuit
between two ‘of its locations. The potential bandwidth buyer fils

out & form: on Bandwidth.com’s home page where he indicates his
bandw1dth needs contact mformatlon and any additional details

“of mterest 0 sellers Bandw1dth com users: may request mfon'na-
o tion-on: pomt~to—pomt bandwidth c1rcu1ts of: speeds rangmg from

fractional T-1s to OC-485 ‘Wheri:the potentlal bliyer: ‘submits’his

Bandwmlth com forwards it:to the sales representatlves of

~ inthe bandwidth:deal ends. Carriers vdlrectly,contact.the,;__)_ptentl_al

fbuyers w1th thelr pncmg quotes, and the tWo: partles negotlate the ’

terms-of the contract o thelr own. Provnsnomng of the bandwidth:
circuit and financial-settlement of the transactior also ‘'occur “offx
line.”**:For:its role-as a matchmaker, Bandwidth:com recelves a
referral fee from:the sélling carrier of either:ten percent of the sale

“up-front.:or two to five: percent:of the sale’s morithly revenue

‘Bandwidth com also serves:carriers and ISPs:iooking to buy whole-
“:sale handwidth through a partnershlp with:brokerage firm Chapel
“Hill: Broadband’

Bandwidth.com -sends: alongthese __wholesale
leads from its-website-to Chapel Hill;; which then: contacts ‘the

:_'potentlal sellers it -has ‘onihand.: When a probable mateh'i is found,

Chapel Hill may continte to:work-with the counterparties:to: for-
mulate the bandwrdth ccontract,.. Whereas: Bandwndth com exem-

-plifi jes: the passrve, lead-generatmg bulletm-board ‘model; Chapel
- Hill*actively:matches- buyers: and sellers through the! efforts of s
- brokers. Together, the two compames illustrate the w1de range of
: avallable vntual matchmaker services,

Virtual Matchmaker Models: Bulletin Boards and Brokers

Bulletin
Board
Webhsite

ing to put buyers and sellers together.

==——————— Physical Interconnection

Information Exchange

In one virtual matchmaker model, buyers and sellers post bids and offers on an electronic bulletin board. When the counterparties come to terms,
they interconnect with each other, outside of the exchange. Brokers, also virtual matchmakers, may reference an electronic bulletin board in help-

£75 soliroe: »TeleGeogfaphy researchand combany:’reﬁons -

@ TeléGeography, nc. 2000 - i

23




TeleGeography 2001

© TeleGeography, inc. 2000

including one organized by carrier association CompTel,
have convened to resolve the issue; not surprisingly, one of
the thorniest issues has been the liquidation of damages if
one party does not abide by the terms of a bandwidth deal.
As with creating quality of service measurements for band-
width circuits, standardizing bandwidth contracts across
multiple exchanges and carriers will take time.

How active is bandwidth circuit trading? As the pooling
points necessary for facilities-based bandwidth circuit trad-
ing are still in their early stages of development, the num-
ber of deals facilitated by virtual matchmakers far outnum-
ber those by physical matchmakers. From July to
September 2000, brokerage Chapel Hill Broadband report-
ed two to three hundred requests for wholesale capacity
through the Bandwidth.com lead-generating website.
Physical matchmaker Enron, in contrast, says it will facilitate
about 100 bandwidth deals this year.

Internet transit (IP routed). Exchanges may also help
match buyers and sellers of upstream Internet access, or
transit. To date, Band-X remains the only bandwidth
exchange to provide physical matchmaker services for
Internet transit. Like bandwidth circuit buyers, Internet
transit buyers purchase dedicated capacity for a specific
time period. However, unlike bandwidth circuits, Internet
transit capacity is not restricted to a point-to-point route.
Instead, a buyer of Internet transit receives a guaranteed
connection to an Internet backbone, which will carry the
buyer’s traffic over various, unspecified paths to reach its
intended recipient. Recipient locations are IP addresses, not
physical places.

The exchange itself does not provide the IP transit; rather,
the exchange helps the buyer to find and connect to an
“upstream” ISP. For example, a large company may require
high-speed Internet access for the next few months. Instead
of negotiating with a number of ISPs, determining the best
price and quality match, and signing a contract with the
chosen provider for a fixed length of time, the company may
enlist the services of a bandwidth exchange. Buyers can
choose from various, anonymous ISPs based on price and
performance, and, in some cases, can switch providers as
often as once a month (for a detailed description of Band-
X's routed IP service, see Figure 4. Case Study: Band-X).

Operational models

The business practices of bandwidth exchanges are in con-
stant flux, and many include elements of multiple business
models. Keeping this in mind, we consider two operational
categories: virtual and physical matchmakers. The exam-
ples highlighted in the accompanying figures illustrate the
individual approaches of certain exchanges.
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Virtual matchmaker. Virtual matchmakers help to put
bandwidth buyers and sellers together without physically
interconnecting the counterparties. There are two non-
exclusive categories of virtual matchmakers: electronic bul-
letin-board operators and over-the-counter (OTC) brokers.

Electronic bulletin-board operators post sellers’ offers and
buyers’ bids on a website, speeding the information-gather-
ing process for the parties involved. The posting process
may be automated, with website members directly listing
their prices; or, employees of the bulletin-board operator
may enter the information into the site after communicating
with the buyers and sellers. Generally, a bulletin-board
offers a passive means of generating leads, as it is left to the
interested parties to act on the bids and offers posted (see
Figure 3. Case study: Bandwidth.com). Band-X, a virtual
matchmaker for bandwidth circuits, has developed a more
interactive approach by holding reverse auctions on its web-
site, where sellers place competitive offers on specified
routes in real time,

Frequently referred to as “dating services,” OTC brokers
search for bandwidth or minutes terms which match buyers’
or sellers’ requirements; the broker often works out the
details of the deal over the phone. An OTC broker may rely
on electronic bulletin-board services to find prices, and then
call clients to alert them to attractive deals. Or a broker
may have his own “inventory” of available bandwidth that
he has collected, as an independent operator, from contact-
ing sellers of capacity. In contrast to bulletin-board opera-
tors, OTC brokers provide active matching services to buy-
ers and sellers, often adding value to their clients through
their personal connections and effort.

OTC brokers are generally carrier-neutral—their concern is
to complete bandwidth deals, not to favor one buyer or seli-
er over another. At times, however, a broker may represent
one party from the bid or offer stage through to contract
negotiation. For example, Chapel Hill Broadband, which
most often acts as a neutral broker, may also be hired to
negotiate a specific transaction on behalf of the buyer or
seller.

Virtual matchmakers, in addition, may facilitate the delivery
of the minutes or bandwidth trade. For example, although
by definition a virtual matchmaker owns no interconnect
facilities, it may hold information on where its clients are
colocated, and suggest locations for interconnection. As
with other deals made through virtual matchmakers, these
transactions are not anonymous, as both parties must work
together to provision their networks for delivery.

Physical matchmaker. Physical matchmakers do more than
match buyers to sellers; they actively facilitate the delivery
of the bandwidth deal through their own facilities. Such



© TeleGeography, Inc. 2000

TeleGeography 2001

Figure 4. Case Study: Band-X

Band-X Ltd. operates trading floors for four products: switched
minutes, routed IP transit, telehouse colocation, and network
bandwidth (including clear channel circuits, dark fiber, ducts, and
wavelengths). The first two trading floors—switched minutes and
routed {P-—-are facilities-based, meaning that buyers and sellers
plug in to Band-X's switching or routing equipment in London to
complete the trade. Bandwidth and colocation services are
agency-based; for these services, Band-X helps the buyer and seil-
er find each other and assists with the delivery of the transaction.
For bandwidth and colocation, therefore, Band-X acts as a virtual
matchmaker.

To understand how Band-X's physical matchmaking works, we
examine the routed IP service in more detail. “Routed IP” refers
to public Internet access at specific levels of capacity. For exam-
ple, a buyer of routed IP may be a smaller Internet Service
Provider {ISP) who chooses to connect to Band-X in lieu of direct-
ly connecting to a larger ISP Band-X, in turn, has interconnected
with participating sellers of IP capacity—including Cable &
Wireless, Level 3, and Telia—and negotiated transit and peering
arrangements with them, Connecting to Band-X allows the buyer
o comparison shop between muitiple providers by price and qual-
ity metrics, and to change providers on request as new offer infor-
mation, updated daily, becomes available. Buyers gain flexibility
in their choice of ISP in addition to a steady stream of quality mon-
itoring information. Also, the buyer benefits from price declines as
the market moves: if a seller reduces its price on Band-X, the
buyer’s price is automatically adjusted downward to the new level.
Price increases, however, only take effect after a 14-day notice, so
that buyers have the opportunity fo switch to a new provider, if
desired.

The routed IP buyer finds his supplier of choice through Band-X's
web site, where he can examine anonymous sellers’ transit: prices
and associated quality indexes. Band-X derives its quality index
from measurements made at over 200 representative web sites
across several regions. The quality metrics include traceroutes (the
number of hops needed for a packet to reach its destination and
back), latency {packet round-trip time), pings (packet loss due to
network congestion or other problems), and throughput ({the rate
at which traffic transits the network). Band-X updates its quality
index metrics approximately every half hour and allows routed 1P
buyers to view a provider's quality measure for different geo-
graphical zones and over various periods of time. Thus, IP buyers
may use region-specific quality measurements to choose targeted
areas of coverage.

Once an IP buyer has selected a provider based on his preference
for price and quality, he inputs his required port type and connec-
tion speed—from one to 155 Mbps—into Band-X's web site. The
website returns a price quote, which the buyer may accept or
decline. Acceptance of the quote notifies Band-X, which confirms
the transaction by phone or email.

The routed IP buyer, once he has accepted the quote, works with
Band-X to interconnect with Band-X's IP exchange. Other ser-
vices, including Domain Name Service {DNS) and mail back-up,
may ailso be provided by the exchange. Band-X configures its
routers for the buyer, allocating any needed IP addresses, and noti-
fies the buyer when his connection is in operation. Once tumed
up, the buyer may view his traffic through the connection by log-
ging in to Band-X’s web site. Band-X bills the buyer and settles all
accounts.

Band-X Model: Internet Access

Website

Corporate
Network

based on offers posted on the exchange’s website.

IP Exchange

Physical Interconnection

In the mode! illustrated, buyers and sellers of Internet access connect to a physical matchmaker's routers. Buyers choose anonymous sellers

""""""""""""" Information Exchange

Source: TeleGeagraphy research and company regorts
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Trading bandwidth on a physical level, whether it be wavelengths
or STM1s, presents some unique technological difficulties. In order
to switch circuits between anonymous counterparties in real time,
not only must carriers resolve standardization and contractual
issues—they must have the infrastructure in place that will allow
the physical exchange and subsequent monitoring of traded capéc—
ity. Traditional colocation or telehouse facilities may provide phys-
ical locations of interconnection, but most are not equipped to per-
mit trading circuits of varying increments, nor to measure the
delivered quality of service. In addition, masking the identity of
the bandwidth traders at traditional interconnect facilities is gen~
erally impossible.

The creation of “pooling points” aims to (esolve these intercon~
nection and monitoring issues. Although pooling points may be
virtual, which involves utilizing intermediary carriers for intercon-
nection, our discussicn focuses on the physical locations where car-
riers plug in to each other for the purposes of exchanging band-
width circuits {see “MANs: The Golden Mile” in the Facilities sec-
tion of this report}. Central to the pooling point is a “bandwidth
manager,” a piece of equipment that allows capacity to be
switched remotely and automatically between buyers and sellers—
while measuring the quality of the delivered bandwidth and ensur-
ing anonymity of the counterparties.

Energy company Enron, a pioneer in developing bandwidth trading
facilities, has built pooling points in New York and Los Angeles, and

Figure 5. Pooling Points and Physical Matchmakers

plans to have more than ten others in the United States alone this
year. The company also intends to deploy pooling points overseas,
including Tokyo, Amsterdam, Frankfurt, and Paris. Enron claims
that its investments in pooling point infrastructure, as well as its
role in convening bandwidth contract standardization meetings,
are intended to speed the development of a commoditized band-
width circuit trading market.

Recent market entrant LighTrade Inc., focuses exclusively on
deploying pooling points throughout the United States and other
countries. The company started in 2000 with plans to install
equipment in Atlanta, Chicago, Denver, Dallas, Miami, San
Francisco, San Jose, Seattle, and Washington, D.C. The heart of
LighTrade’s pooling points consists of a Lucent WaveStar
Bandwidth Manager, which allows the switching of capacity at
specified increments, as well as remote quality-of-service monitor-
ing.

While most observers agree that pooling points are a prerequisite
for a commoditized bandwidth circuit trading market, the immedi-
acy of their implementation is less certain. Developing the infra~
structure to support an array of circuit technologies remains a sig-
nificant challenge, as does convincing carriers of the benefits of
interconnection.

© TeleGeography, Inc. 2000

exchanges deploy switches or hubs where their members
may interconnect. The decision of which switch or hub
equipment to use depends upon the kind of services the
exchange provides; facilities that carry minutes differ from
facilities that allow bandwidth circuit trades. For minutes,
switches of various shapes and sizes route calls from seller
to buyer and monitor their flow. Bandwidth circuits, in con-
trast, are not so easily switched between carriers. A num-
ber of companies are currently developing an infrastructure
for trading bandwidth circuits which provides the necessary
measurement and routing capabilities. At this writing, how-
ever, physical trading of bandwidth circuits remains in its
infancy (see Figure 5. Pooling Points and Physical
Matchmakers).

A physical matchmaker may deploy one or many switches or
hubs and may or may not interconnect them. Clearly, more
hubs extend an exchange’s geographic reach, allowing more
buyers and sellers to interconnect at a lesser cost. Some
exchanges have muitiple, separate facilities (e.g., Band-X);
others are building a network of hubs that are linked togeth-
er [e.g., TheGTX). Again, an exchange’s network architec-
ture reflects the orientation of the service provided by the
exchange, as well as the exchange’s preferred technological
blueprint. Even if an exchange owns its own hubs, it may
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broker deals that are “off-hub,” if it is more cost-efficient for
the parties to interconnect through their own' facilities.

Owning facilities may allow a physical matchmaker to offer
anonymous trading services to its interconnected members
and to measure actively the traded minutes or circuits.
Monitoring of service quality, in such instances, becomes
critical for buyer confidence. Physical matchmakers may
post quality metrics on their website or even guarantee
quality levels to buyers. Band-X has pioneered its own algo-
rithm for determining the quality of IP network access that
is available through its facilities (again, see Figure 4).

A few physical matchmakers have developed facilities that
allow transactions to happen in “real time”—instantly, with-
out human intervention. Once connected to the exchange’s
hub, a member of such an automated exchange can find a
counterparty and provision the service delivery entirely
through a Web-based interface (see Figure 6. Case Study:
Arbinet).

Payment and Risk

As exchanges differ by service and operational model, so
too do they vary by fee structure. Buyers and sellers com-
pensate bandwidth exchanges through commissions on
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Figure 6. ‘Case Study: Arbinet-thexchange

Arbinet-thexchange Inc. has linked its website to its New York
switching facilities and operating support system {(OSS), allowing
traders to buy and sell minutes automatically.

Call originators and terminators who wish to use Arbinet’s auto-
mated trading floor first pay $5,000 in application fees to under-
£0 a background and credit check. Then they connect to Arbinet
either directly or through an agreement with local network opera-
tor FiberNet, which offers access to Arbinet’s New York switch from
major area telehouses. Each month thereafter the customer pays
a flat-rate connection fee ranging from about $750 to $1,100,
depending on the size of their connection into the exchange’s
switch. Arbinet’s fee structure also varies by the type of service
level desired by the customer. But unlike many other brokers or
exchanges, Arbinet’s fees now include no usage component; the
company does not take a commission on any of the trades going
through its switch.

A buyer or seller wishing to place a-bid or an offer enters Arbinet’s
trading floor by logging in to Arbinet’s website. The buyer/seller
then chooses from over 20 different variables to list the bid/offer.
These variables specify the desired route, quality, and price.
Geographically, Arbinet’s customers may identify country or city
endpoints for the calis (e.g., New York to Brazil). Quality metrics
include ASR (answer seizure ratio), PDD (post dial delay), and
VQoS (a qualitative ranking). Pricing is listed at a cents per
minute rate. The buyer/seller then prioritizes the variables by
importance, allowing the software to search for the best match
based on the customer’s specifications and rankings. Arbinet’s

system searches for the customer’s "price or better” at “quality or
better.” In other words, if a buyer lists 4¢ per minute from New
York to Brazil in his bid, and a 3¢ per minute offer is available,
Arbinet will match and charge the buyer at the 3¢ per minute rate.

Once a match is found, Arbinet's operating system notifies its
switch, and minutes are routed automatically from one customer
to another. This process is anonymous; the buyer and seller do not
Know the identity of the counterparty. As the minutes flow through
its switch, Arbinet monitors the quality of the calls and the con-
stantly changing prices listed on the floor. The company uses this
monitoring to offer dynamic routing, where Arbinet's server re-
routes a buyer's calls as new options become availabie. A buyer’s
minutes, for example, may start out being routed to carriers X, Y,
and Z, If carrier X drops its price considerably and its quality
remains the same, the remaining buyer’s minutes wouid ali then be
automatically routed to carrier X’'s network. The buyer would be
aware of the decrease in price but would have no knowledge of the
underlying call routing changes. Similarly, if the quality on a route
changes, Arbinet’s switch re-routes the calls accordingly.

With the delivery underway, the web site and switch automatical-
ly interface with the billing systems to settle accounts. Arbinet
invoices the buyer and pays the seller, generaily before receiving
payment from the buyer. In this way, the exchange is taking on full
“counterparty risk.” The seller is guaranteed its payment, even if
Arbinet never collects from the buyer.

Physical Interconnection

exchange’s website.

Physical Matchmaker Model: Minutes

Website

A physical matchmaker specializing in minutes connects buyers and sellers to its switch. Price matching may be done through the

"""""""""""" Information Exchange

Source; TeleGeography research and company reports
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deals they facilitate, fees for membership in the exchange,
or revenue from advertising or other ancillary services.

Consistent with practices in the energy industry, brokerage
houses and lead generators may generate commissions only
from bandwidth sellers, not buyers. But not always. Chapel
Hill Broadband, for instance, has a variable fee structure
that depends on the type and volume of the transaction it
enables. Chapel Hill's commission can range to as high as
seven percent, if assessed on both buyer {three percent)
and seller (four percent).

On its switched minutes trading floor, Band-X takes a five
percent total commission—two percent from buyers and
three percent from sellers. For “networks,” or bandwidth
circuit deals, Band-X charges the successful bid/offer poster,
whether buyer or seller, a two and a half percent commis-
sion on the first $200,000 and one percent thereatfter.

Some exchanges have moved away from charging commis-
sions altogether. Arbinet, for example, has chosen to
replace commissions on minutes trades with flat-rate capac-
ity-based fees. Similarly, RateXchange has forsaken com-
missions on bandwidth circuit deals in favor of increasing its
market presence.

Bandwidth exchanges can also take on counterparty risk in
the financial transaction. In such cases, the exchange pays
the seller directly, regardless of whether it is able to collect
payment from the buyer. The seller, therefore, is relieved of
any worries of bad debt or risk management. Exchanges
which offer these clearing services “take title” to the minutes
or bandwidth sold, becoming the buyer to every seller, and
the seller to every buyer. For example, AIG Telecom buys
blocks of minutes from the selling carrier, pays the seller,
sells the minutes to the purchaser, and later invoices and

28

collects from the buyer. To protect themselves, bandwidth
exchanges often require participating members to undergo
extensive background credit checks.

Summary

Bandwidth exchanges have a common goal: to facilitate the
buying and selling of communications capacity. Most
notably, exchanges help companies deal in minutes, band-
width circuits, and Internet access.

Exchanges provide virtual or physical matchmaking ser-
vices—or a combination of the two. Virtual matchmakers
facilitate bandwidth trades without physically linking buyers
and sellers. Of the virtual matchmakers, bulletin-board
operators serve as passive lead generators, while OTC bro-
kers play an active role in bringing counterparties together.
Physical matchmakers, which have facilities where their
members interconnect, may offer anonymous trading and
monitoring capabilities at varying degrees of automation.

Payment structures of exchanges include differing commis-
sion schedules and membership fees. Bandwidth exchanges
may assume counterparty risk by guaranteeing payment to
sellers.

Difficult as it may be to categorize bandwidth exchanges,
the industry’s ongoing evolution is sure to bring greater
standardization as well as significant change. @=2

TeleGeography, Inc. is a wholly-owned subsidiary of the
bandwidth exchange Band-X Ltd. The editors of
TeleGeography 2001 are solely responsible for the accura-
¢y and completeness of this article.
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Overview of International Pricing Trends

There are not many industries in which revenues fall despite
double digit volume growth. Unfortunately, developments
in 1999 suggest you can count the international telecom
service market among them. In the U.S., plunging prices
overcame a 17 percent increase in outgoing call minutes to
force down gross international service revenues for the sec-
ond year in a row (see Figure 1. U.S. Carrier Revenues and
Settlement Outpayments, 1980-1999). Still, the news was
not all bad. Although billed revenues for outgoing interna-
tional calls fell by an average of $0.06 per minute, retained
revenues actually increased (see Figure 2. U.S. Carrier
Revenues for International Voice Service, 1998-1999). U.S.
carriers can thank rapidly falling settlement rates—the fees
they must pay to foreign telcos to terminate international
calls—for the dramatic cost savings. U.S. operators were
not the only ones to benefit. Carriers in other markets also
experienced substantial decreases in settlement costs (see
Figure 4. Settlement Payments per Minute for QOutgoing
Calls 1998-1999).

A Welcome Demise?

Three significant factors accounted for the erosion of settle-
ment rates. First, unilateral regulatory action by the U.S.
Federal Communications Commission (FCC) may be taking
effect. In 1997, the FCC adopted an order requiring U.S.
carriers to negotiate settlement rates at or below prescribed
“benchmark” rates. These rate levels, and their required
implementation dates, varied according to the per capita
income of correspondent countries. Benchmarks ranged
from $0.15 per minute by January 1999 for the wealthiest
countries to $0.23 per minute by 2003 for some develop-
ing countries. Although settlement rates between the U.S.
and numerous countries remain high, a number of routes
have seen dramatic decreases. For example, the settlement
rate for traffic between the U.S. and Kuwait has fallen from
$0.78 to $0.15 per minute in just the last year (see the sec~
tion on “International Settlements Rates” below). Even
though benchmarks directly affect only U.S. carriers and
their foreign correspondents, the FCC’s efforts may well be

Figure 1. U.S. Carrier Revenues and Settlement Outpayments, 1980-1999
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Figure 2. U.S. Carrier Revenues for international Voice Service, 1998-1999

Total Receipts (US$ millions) Average Revenue per Minute (USS$/minute)

Billed Settlement Retained Settlement Net Billed Settlement  Retained Settlement

Revenue  Outpayment Revenue Inpayment  Revenue Revenue  Outpayment Revenue Inpayment
AT&T {1998) 17,7003 33738 4,326.6 1,072.8 5,399.3 on 0.31 0.40 0.23
AT&T (1999) 6,677.0 25444 41326 7305 4,863.1 0.62 0.24 0.38 0.15
WorldCom (1998) 4,298.1 2,308.9 1,989.2 755.5 27447 0.60 0.32 0.28 0.25
WorldCom {1999) 5,051.1 2,116.9 2,934.2 548.7 3,4829 0.61 0.26 0.35 0.18
Sprint (1998) 14214 796.8 624.6 297.9 9225 0.49 0.27 0.21 0.16
Sprint (1999) 1,379.0 776.0 603.0 2217 824.8 0.37 0.21 016 0.12
Top 3 Total (1998) 134198 6,479.2 69405 2,126.0 9,066.4 0.64 0.31 033 0.22
Top 3 Total (1999) 13,1071 5,431.3 7,669.8 1,500.9 9,170.7 0.57 0.24 034 0.15

Source: FCC carrier filings

Note: This table breaks down intemational voice service revenue for the three largest U,S. international carriers. In 1999, for example, AT&T collected $6.7 billion from
custemers for U.S. international outgoing calls, and paid foreign carriers $25 billion to terminate those calls. Thus, the company gained $4.1 billion by carrying U.S.
outgoing calls. Because FCC regulations generally entitled each [1.S. carrier to terminate incoming calls based on the percentage of U.S. outgaing traffic it originates,
AT&T also collected a significant sum {$731 million) on foreign settlement inpayments, netting $4.9 billion on international voice service.

© TeleGeography, inc. 2000

having a wider impact. Carriers in other countries can lever-
age these publicly-available rates—together with the threat
of refile through the U.S.—to negotiate their own, lower
rates.

Second, the threat of illegal bypass may be pushing down
rates. A number of countries have implemented an uneven

Figure 3. AT&T Settlement Payments per
Minute to Select Destinations, 1999
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Source: FCU carrier filings © TeleGeography, Inc. 2000
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schedule for market liberalization, permitting competition
for Value Added Network (VAN) and Internet services while
keeping traditional Public Switched Telecommunications
Network (PSTN) services in the domain of the national
monopoly. In these markets, some foreign operators have
sneaked incoming international traffic into the local PSTN
via these VANs and the Internet, avoiding settlement pay-
ments altogether. With international call volumes from
Voice-over-IP (VolP) alone accounting for 1.7 billion minutes
in 1999 and nearly four billion minutes in 2000, the mere
threat of bypass may be forcing some countries to realize
that high settlement rates are increasingly difficult to sustain
(see the “VoIP Routes and Traffic” article in this report for
more information on VoIP traffic flows).

Finally, the spread of competition for public switched ser-
vices has helped push down settlement rates. In many com-
petitive markets, foreign carriers seeking to land their traffic
now have the option of eschewing traditional settlement
rates in favor of direct interconnect fees. These charges—
usually the same fees that domestic long distance operators
pay to send traffic onto local networks—often are far lower
than traditional settlement rates. The difference between
settlement rates in competitive and non-competitive mar-
kets is dramatic (see Figure 3. AT&T Settlement Payments
per Minute to Select Destinations, 1999). With two-thirds
of the world’s intermational telephone traffic flows among
countries with direct interconnect options in place, it should
come as little surprise that carrier termination costs are
falling.
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Figure 4.  Settlement Payments per Minute for Outéoing Calls, 1998-1999
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The Other Side of the Coin

Combined, these developments mean that many carriers
have been able to pass on some savings to consumers
through lower international call prices, while protecting their
own bottom line. Of course, not all companies have bene-
fited from the changing economics of international call ser-
vice provision. Some carriers in developing countries, where
net traffic inflows are common, have depended on foreign
settlement inpayments for a substantial portion of their
total revenue. For these carriers, falling settlement rates are
bad news indeed. PLDT, the dominant carrier in the
Philippines, receives four times as many calls as it sends.
Settlement payments from just one foreign carrier (AT&T)
accounted for nearly one-fifth of al} PLDT international ser-
vice revenues in 1999. In January 2000, PLDT lowered its
settlement rate with U.S. carriers from 33¢ per minute to
the FCC benchmark rate of 19¢. With the tightening of set-
tlement cash inflow and price pressure at home, interna-
tional service revenue represents an ever shrinking portion
of PLDT’s total revenue: 56 percent in 1997, 36 percent in
1998, and just 32 percent in 1999. Falling international
settlement rates are forcing PLDT, like so many other carri-
ers in developing markets, to seek revenue from other
sources (e.g., residential line charges, local calling, domestic
interconnect fees, and wireless services) to shore up its bot-
tom line,

What Lies Ahead
The following pages trace the lines of this complex story in
greater detail, providing sample cost data at each stage of

an international call (bandwidth, settlement/interconnec-
tion, wholesale rates, and retail tariffs). The analysis
includes:

 |International Call Costs to and from the U.S. These
tables summarize the various cost elements required to
complete an international call. They illustrate how inter-
connection fees, compared to capacity prices, account
for a relatively large and growing portion of carriage
costs, and how carriers often can save money by circum-
venting the traditional settlement rate mechanism where
possible.

* IPL Lease Rates. These charts illustrate why band-
width costs are a shrinking portion of call costs by track-
ing how fast—and on what routes—lease rates for
International Private Line (IPL) circuits have fallen.

* Settlement Rates. These charts compare U.S. and
U.K. settlement rates over time and by destination. The
FCC and ITU benchmark settlement rates are also pro-
vided, showing which countries have met the U.S. crite-
ria and which have not.

* “The New Calculus: A Primer on Interconnection
Accounting.” Even on competitive routes where regula-
tions permit bypass of the traditional settlement rate
regime, local access fees account for a large percentage
of international carriage costs. This section summarizes
the regulatory methodologies used to establish intercon-
nect fees, and provides termination rates to 30 destina-
tions in 1998, 1999, and 2000.
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Figure 5. U.S. Carrier International Call Revenue by Destination, 1999

Average U.S. Outgoing Call Revenue by Region Average U.S. Outgoing Call Revenue by Country
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Note: Charts show average revenue on U.S. international outgoing calls for the three largest U.S. international carriers. Total column height shows the average price
for calls on a given route. Retained revenue equals average price minus settlement payment, and includes such components as access fees for erigination, network
costs, and profit. -

Source: FCC carrier filings © TeleGeography, Inc. 2000

* Wholesale Rates and Retail Tariffs. So how do shiits in
call component costs affect prices for the end-user? This
section includes sample wholesale rates using circuit
switched and Voice-over-IP (VolP) transmission and a
matrix of international rates from 24 countries.

* “Follow the Money: Network-to-Network Payments
for Intermnet Telephony and Other IP Traffic Streams.”
Settlement rate controversies are not limited to the realm
of circuit switched traffic. Inter-network payments are an
increasingly urgent topic in the Internet world as well.
The Pricing chapter concludes with this essay, which
explores options for IP network settlements, @=
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Elements of an International Call

An international service provider has a number of options to
send its customers’ calls abroad. This section compares the
cost elements of those options. Referring to the table on pages
36 to 37, let's use a call from Washington, DC to Berlin as an
example. Not including call-back, refile, and other forms of
non-traditional traffic switching, a U.S. carrier has five basic
methods of transporting a customer’s call to its destination in
Germany:

1. Ownership/Settlement. To switch the call from the cus-
tomer’s telephone to its own long distance network, the
international carrier pays the local exchange carrier (LEC) in
Washington an origination fee, and then uses its own capac-
ity to bring the call to New York, where the international
cable to Germany begins. Costs for the domestic portion of
the call equal approximately 1¢ per minute. The carrier
shifts the call onto the international “half circuit” it owns,
then pays the German carrier a settlement fee to transfer the
call onto its matching half circuit and to the final destination.
The U.S. carrier’s marginal cost of using its own backhaul
and international circuit is insignificant: 0.1¢ per minute.
The settlement rate, at 10.0¢ per minute, is far more expen-
sive. Total cost: 11.1¢ per minute.

2. Lease/Settlement. A carrier is not required to own the
circuits that it uses. Instead, it can lease both the domestic
capacity between cities, and the half circuit to Germany.
Total cost, including origination, backhaul, private line lease,
and settlement payment: 11.8¢ per minute.

3. Ownership/interconnect. Competition rules in Germany
permit foreign carriers to interconnect directly with the
domestic telephone network. Rather than financing a half
circuit and paying a settlement fee, a U.S. carrier can pur-
chase a whole circuit all the way to an international gateway
in Germany, then pay the German carrier a 2.2¢ per minute
fee to switch the call to Berlin. Total cost, including origina-
tion and backhaul: 3.3¢ per minute.

4. Lease/interconnect. Also known as International Simple
Resale (ISR), a carrier can lease capacity to carry the call
over a whole circuit from Washington to Berlin. Total cost,
including origination, backhaul, private line lease, and inter-
connection in Germany: 4¢ per minute.

5. Service Resale. A telephone service provider may wish
to avoid carrying its own traffic to Germany altogether by
purchasing the minutes transported over another carrier’s
network in bulk and marketing those minutes as its own.
The charge required for end-to-end service resale is a
“wholesale rate” covering origination, U.S. domestic long
distance, and the underlying carrier’s international transport
and termination charges. Total cost: 8.2¢ per minute.

The following pages examine the component costs of transmit-
ting an international call on selected routes, both to and from
the United States. The calculations exclude Selling, General, &
Administrative (SG&A) costs, which can form a significant por-
tion of actual carrier expenses. @=@ .

Figure 1. International Call Components
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International Carrier Call Costs from the U.S.

Americas

U.S.-Canada (Toranto)
Own - Settlement
Own - Interconnect
Lease - Settlement
Lease - Interconnect

Wholesale for reseliers

U.S.-Mexico
Own - Settlement
Own - Interconnect
Lease - Settlement
Lease - Interconnect
Wholesale for resellers

U.S.-Chile
Own - Settlement
Own - Interconnect
Lease - Settlement
Lease - Interconnect

Wholesale for resellers

Europe

U.S.-Germany
Own - Settlement
Own - Interconnect
Lease - Settlement
Lease - Interconnect
Wholesale for resellers

US.-UK.
Own - Settiement
Own - Interconnect
Lease - Settlement
Lease - interconnect
Wholesale for resellers

Notes See following page
Source’ TeleGeography research

Per Minute Cost (U.S. cents)

Origination Int'l Circuit Int’l Circuit Settlement  Interconnect  Wholesale Total Retail Price/

Cost Ownership Lease Rate Rate Rate Cast  Profit {Loss)
70
10 0.04 — 10.0 — — 11 (4.1)
1.0 0.04 — — 0.5 — 16 5.4
1.1 — 0.1 10.0 — — 1.2 {4.2)
1.1 — 0.1 —_— 0.5 — 17 53
— — — — — 30 30 4.0
390
1.0 0.8 — 19.0 — — 208 18.2
— — — — — — n.a. n.a.
1.1 —_ 3.7 19.0 — — 238 15.2
— — — — — — na. na.
— — — — — 19.4 194 19.6
45.0
1.0 0.3 — 350 — — 364 8.6
1.0 0.3 — — 18 — 32 418
11 — 14 35.0 — — 314 16
1.1 — 14 — 18 — 42 40.8
— — — — — 13.2 13\2 318
170
1.0 0.1 — 10.0 — — 11 59
1.0 0.1 — — 22 — 33 137
1.1 — 0.7 10.0 — — 118 5.2
1.1 — 0.7 — 22 — 40 13.0
— — — — — 82 82 88
100
1.0 0.1 — 10.0 — — 11 (1.1)
1.0 0.1 — — 117 — 28 12
1.1 — 03" 10.0 — — 14 (1.4)
1.1 — 0.3 — 1.7 — 3 6.9
— — — — — 6.8 68 32

© TeleGeography, Inc. 2000
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Per Minute Cost (U.S. cents)

Origination Int'l Circuit Int'l Circuit Settlement  Interconnect ~ Wholesale Total Retail Price/
Cost Ownership Lease Rate Rate Rate Cost  Profit {Loss)
Asia
U.S.-Australia 170
Own - Settiement 1.0 0.6 — 14.5 — — 16.1 0.9
Own - Interconnect 1.0 0.6 — — 1.7 — 33 13.7
Lease - Settlement 11 — 2.1 14.5 — — 177 {0.7)
Lease - Interconnect 11 — 21 — 1.7 — 4.9 12.1
Wholesale for resellers — — — — — 8.9 89 8.1
U.S.-Hong Kong 34.0
Own - Settlement 1.0 0.2 — 6.5 — — 77 26.3
Own - Interconnect 1.0 0.2 — — 17 — 29 311
Lease - Settlement 11 — 2.7 6.5 — — 10.2 23.8
Lease - Interconnect 1.1 — 27 — 1.7 — 54 28.6
Wholesale for resellers — — — — — 78 18 26.2
U.S.-India 66.0
Own - Settlement 1.0 19 — 54.0 — — 56.9 9.1
Own - Interconnect — — — — — — n.a. n.a.
Lease - Settlement 1.1 — 12.7 54.0 — — 67.8 {1.8)
Lease - Interconnect — — — — — — n.a. n.a
Wholesale for reseliers — — — — — 53.3 533 12.7
U.S.-Japan 26.0
Own - Settiement 1.0 0.2 — 14.0 — — 153 10.7
Own - Interconnect 1.0 0.2 — — 24 — 3.6 224
Lease - Settlement 1.1 — 32 14.0 — — 18.2 78
Lease - Interconnect 1.1 — 3.2 — 24 — 6.6 19.4
Wholesale for resellers — — — — — 95 95 16.6

Notes:

Prices are indicative of carriers’ cost per call, but may not reflect actual costs.
Selling, General, & Administrative {SG&A) costs are excluded.

All costs expressed in U.S. cents and are exclusive of taxes. Component costs may
not appear to sum to total cost due to rounding.

Rates are based on international calls oniginating from Washington, D C at peak
hours. All rates are current as of August 2000.

Origmation cost Includes access charges paid to Local Exchange Carrier {Verizon}
and U.S. domestic network costs for transmitting calls to international gateway.

Circuit ownership costs reflect half circust ownership for India. Ali other circuit own-
ership costs are for whole circuits.

Circuit ownership costs inciude price of backhaul

Source: TeleGeography research

Calculations converting circuit ownership prices to per minute costs assume that
each 64 Kbps circuitis used for ten years and that each voice path is used four hours
{240 minutes) per day.

Interconnection rates show price for national termination, except for Canada and
Japan, where the regional rate is used.

Direct interconnection by foreign carriers to the domestic public switched telephone
network is not permitted in India or Mexico

Settlement rates are for peak rate traffic terminated by the largest foreign carrier

U.S.-Mexico settlement rates vary according to origmating and termmating locations
in both countries. The simple average for all U.S.-Mexico rates i1s presented here.

Retail rates are based on the WerldCom One calling plan.

© TeleGeography, Inc. 2000
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International Carrier Call Costs to the U.S.

Per Minute Cost (U.S. cents)

Origination  Int'l Circuit  Int'I Circuit  Settlement Interconnect Wholesale Retail/
Cost Ownership Lease * Rate Rate Rate Total Profit {Loss)
Americas
Canada-U.S. 13.0
Own Settlement 0.5 0.04 — 10.0 — — 106 24
Own Interconnect 0.5 0.04 — — 1.0 — 15 1.5
Lease Settlement 05 — 0.1 10.0 — — 10.7 23
Lease Interconnect 0.5 — 0.1 — 1.0 — 1.6 114
Mexico-U.S. 419
Own Settlement 26 0.8 — 19.0 — — 224 255
Own Interconnect — — — — — — n.a. n.a.
Lease Settlement 28 — 37 19.0 — — 253 226
Lease Interconnect — — — — — — n.a. n.a.
Chile-U.S. 38.0
Own Settlement 18 03 — 35.0 — — 31 0.9
Own Interconnect 1.8 0.3 — - 1.0 — 31 34.9
Lease Settiement 18 — 14 35.0 — — 38.2 (0.2)
Lease Interconnect 1.8 — 1.4 — 1.0 — 4.2 338
Europe
Germany-U.S. . 9.2
Own Settiement 22 0.1 — 10.0 — — 123 (3.1)
Own Interconnect 22 0.1 — — 1.0 — 33 5.9
Lease Settiement 22 — 0.7 10.0 — — 129 (3.7)
Lease Interconnect 22 — 0.7 — 1.0 — 39 5.3
UK.-U.S. 320
Own Settlement 1.7 0.1 — 10.0 — — 1.8 20.2
Own Interconnect 1.7 0.1 — — 1.0 — 28 29.2
Lease Settlement 1.7 — 0.3 10.0 — — 120 20.0
Lease Interconnect 17 — 0.3 — 1.0 — 30 29.0
Notes: See following page.
Source. TeleGeography research © TeleGeography, Inc. 2000
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Per Minute Cost {U.S. cents)

Origination  Intl Circuit  Int’l Circuit  Settlement Interconnect Wholesale Retail/
Cost Ownership Lease Rate Rate Rate Total Profit {Loss)
Asia

Australia-U.S. 20
Own Settlement 1.7 0.6 — 14.5 — — 16.8 5.2
Own Interconnect 1.7 0.6 — — 1.0 — 33 18.7
Lease Settlement 1.7 — 2.1 145 — — 18.3 37
Lease Interconnect 1.7 — 2.1 — 1.0 — 48 17.2
Heng Kong-U.S. 380
Own Settiement 1.7 0.2 — 6.5 — — 8.4 29.6
Own Interconnect 1.7 0.2 — — 1.0 — 28 35.1
Lease Settlement 1.7 — 27 6.5 — — 109 2711
Lease Interconnect 1.7 — 2.7 — 1.0 — 5.4 326
India-U.S. 1320

Own Settlement 21 1.9 — 54.0 — — 58.0 74.0 -
Own Interconnect — — — — — — n.a. n.a.
Lease Settlement 21 — 12.7 54.0 — — 68.8 63.2
Lease Interconnect — — — — — — n.a. n.a.
Japan-U.S. 310
Own Settlement 24 0.2 — 14.0 — — 16.6 204
Own Interconnect 24 0.2 — — 1.0 - 36 334
Lease Settlement 24 — 3.2 14.0 — — 19.6 175
Lease Interconnect 24 — 3.2 — 1.0 — 6.5 305

Notes:

Prices are indicative of carriers’ cost per call, but may not reflect actual costs
Selling, General, & Administrative (SG&A) costs are excluded.

All costs expressed in U.S cents and are exclusive of taxes. Component costs may
not appear to sum to total cost due to rounding.

Retail rates are based on residential discount call plans of the largest foreign carrier.
All rates reflect international calis terminating in Washington, DC at peak hours and
are current to August 2000.

Non-U.S. carriers may own significant portions of home country local networks, n
which case origination costs are counted as intra-corporate transfers.

Circuit ownership costs reflect half circuit ownership for India. All other circuit own-
ership costs are for whole circuts.

Source: TeleGeography research

Circuit ownership costs include price of backhaul.
Orngination charges for India are estimated.

Calculations converting circuit ownership prices to per minute costs assume that
each 64 Kbps eircuit s used for ten years and that each voice path is used four hours
(240 minutes) per day.

Direct interconnection to the U.S domestic public switched telephone network is not
permitted for carriers from India or Mexico.

Settlement rates are for peak rate traffic terminated by the largest foreign carrier.

U S.-Mexico settlement rates vary according to originating and terminating locations
in both countries. The simple average for all U.S.-Mexico rates i1s presented here.

© TeleGeography, Inc 2000
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International Private Line Prices

Figure 1. International Private Line Lease Prices from U.S., 1995-1999
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Note: Data reflect averages of annual revenue collected by U.S. international carriers for 64 Kbps circult leases to countries within each region.

Source; FCC carrier filings and TeleGeography research © TeleGeography, inc. 2000

Figure 2. Band-X Bit Index, 1998-2000
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Nate: The Band-X Bit Index measures relative price movement for one-year E-1 or T-1 circuit leases (depending upon the geagraphic area) on major routes. This chart
summarizes index values into regional indices, based on simple averages for the following groupings: Europe-Asia {London to Sydney, Hang Kong}; Trans-Pacific {Les
Angeles to Beijing, Hong Kong, Tokyo); Trans-Atlantic {New York to Frankfurt, London, Moscow); Intra-Europe {Londonto Amsterdam, Brussels, Frankfurt, Madrid,
Milan, Paris} Composite {all tracked routes).

Source: Band-X Ltd. (www.band-x.com) © TeleGeography, Inc. 2000
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International Settlement Rates
United States United Kingdom
Destination 1998 1999 2000 1998 1999
Andorra 0.29 0.29 0.28 0.22 0.13
Argentina 0.35 0.33 0.19 0.86 0.56
Australia (Telstra) 0.15 0.15 0.15 0.28/0.17 0.24/0.08
Austria 0.13 0.14 0.14 0.20 0.19
Bahamas 0.30/0.15 0.30/0.15 0.15 0.38 0.36
Bahrain 0.65 0.55 0.55 0.82 0.64
Bangladesh 0.80 0.80 0.67 0.99 0.97
Belarus 0.43 0.43 0.35 0.35 0.34
Belgium 0.14 0.14 0.14 0.10 0.10
Bolivia 0.46 0.43 0.29 0.90 0.89
Brazil 0.33 0.30 0.19 0.49 0.36
Canada 0.10/0.06 0.10/0.06 0.10/0.06 0.10/0.08 0.10/0.04
Chile 0.35 0.35 0.35 0.90 0.89
China 0.70 0.58 0.50 1.08 0.89
Colombia 0.40 0.38 0.33 0.90 0.56
Costa Rica 0.35 0.29 0.28 0.69 0.47
Croatia 0.28 0.25 0.22 0.33 0.33
Cyprus 0.38 0.37 0.37 0.25 0.20
Czech Republic 0.28 0.18 0.18 0.21 0.20
Denmark 0.1 0.11 0.12 0.10 0.07
Dominican Republic 0.30 0.26 0.19 0.67 0.56
El Salvador 0.39 0.31 0.27 1.54 1.18
Finland 0.16 0.14 0.14 0.15 0.13
France on 0.10 0.10 0.1 0.10
French Polynesia 0.70 0.70 0.70 1.64 1.27
Germany 0.11 0.10 0.10 0.10/0.08 0.10/0.04
Ghana 0.50 0.50 0.38 0.66 0.52
Greece 0.28 0.17 0.13 0.29 0.24
Guyana 0.85 0.85 0.85 0.90 0.89
Hong Kong 0.36 0.07 0.07 0.45 0.42
Hungary 0.28 0.19 0.16 0.18 0.18
Iceland 0.24 0.14 0.14 0.23 0.23
india 0.64 0.64 0.54 0.95 0.87
Indonesia 0.53 0.48 0.25 1.21 0.64
Iran 1.05 0.90 0.78 1.21 1.18
Ireland 0.1 0.10 0.10 0.16 0.16
Israel 0.30 0.15 0.15 0.25 0.24
Italy 0.1 0.11 0.1 0.16 0.13
Japan 0.15 0.14 0.14 0.59 0.48
Jordan 0.68 0.50 0.50 1.21 0.97
Notes:

1. All rates expressed in US$. Equivalent dollar values are presented for . Where two rates are shown, there are peak/off-peak rates or growth-based
accounting rates that are established in Special Drawing Rights {SDRs), goid rates (traffic above a benchmark level is elgible for a lower rate).
francs, or pounds sterling Rates are for the largest carrier serving the route. Different settlement rates

2. The average U.S. settlement rates for 1998 are weighted by the total minutes may apply to competing carriers
between the U.S. and each location in that year. Rates in subsequent years
are for August 1999 and July 2000. © TeleGeography, Inc. 2000
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United States United Kingdom
Destination 1998 1939 2000 1998 1999
Kazakhstan 0.69 0.51 0.34 082 0.64
Korea, Rep. 0.43 0.36 0.26 0.64 0.50
Kuwait 0.80 0.78 0.15 0.82 0.80
Luxembourg 0.14 0.14 0.14 0.23 0.24
Macau 0.50 0.50 0.15 0.53 0.51
Malaysia 0.40 0.40 0.19 0.51 0.50
Mexico 0.37 0.19 0.19 045 0.44
Moldova 1.04 1.04 1.04 0.30 0.24
Netherlands 0.10 0.07 0.07 0.07 0.06
New Zealand 0.13 0.14 0.14 0.20 0.19
Norway 0.09 0.08 0.08 0.07 0.07
Oman 0.75 0.68 0.60 0.82 0.80
Pakistan 0.60 0.60 0.51 0.66 0.64
Panama 0.48 0.45 0.28 0.77 0.64
Paraguay 0.50 0.40 0.40 0.90 0.80
Peru 0.43 0.33 0.25 0.74 0.72
Philippines 0.36 0.29 0.19 0.49 0.48
Poland 0.28 0.21 0.19 0.28 0.25
Portugal 0.22 0.15 0.15 0.23 0.18/0.14
Russia 0.40 0.35 0.30 0.37 0.27
Saudi Arabia 0.87 0.68 0.67 1.27 0.89
Singapore 0.26 0.15 0.15 0.59 0.32
Slovak Republic 0.29 0.29 0.20 0.19/0.10 0.19/0.10
Slovenia 035 0.34 0.34 0.18/0.16 0.16/0.09
South Africa 0.40 0.35 0.30 0.66 0.48
Spain 0.13 0.14 0.14 0.16 0.16
Sri Lanka 0.80 0.60 0.60 0.90 0.89
Sweden 0.06 0.06 0.06 0.12 0.12
Switzerland 0.14 0.14 0.14 0.08/0.07 0.08/0.04
Taiwan 0.23 0.23 0.15 0.57 0.44
Thailand 0.45 0.35 0.30 0.82 0.80
Turkey 0.38 0.33 0.27 0.32 0.30
Ukraine 0.50 0.50 0.22 0.31 0.29
United Arab Emirates 1.00/0.65 1.00/0.65 0.14 0.49 0.32
United Kingdom 0.11/0.07 0.11/0.07 0.10/0.06 n.a. n.a.
Uruguay 0.43 0.33 0.19 0.97 0.95
u.s. n.a. n.a. n.a. 0.12/0.08 0.12/0.04
Uzbekistan 0.70 0.60 0.45 0.99 0.80
Venezuela 0.40 0.32 0.23 0.82 0.80
Vietnam 1.65/1.00/0.93/0.85 0.78 0.67 1.31 1.29
Yugoslavia 0.38 0.34 0.30 0.28 0.27

Note: All rates are expressed in USS$.

Source: FCC and OFTEL

© TeleGeography, Inc. 2000
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FCC and ITU Settlement Benchmarks

Motivated by the annual multi-billion dollar settlements out-
flow of U.S. carriers, the Federal Communications Commission
(FCC) proposed in 1996 a set of “benchmark” or model set-
tlement rates. Beginning in 1999, these benchmarks capped
the amount U.S. carriers could pay their foreign correspon-
dents for traffic exchange at rates ranging from $0.15 to
$0.23 per minute. The FCC calculated benchmarks based on
the price for the three network elements used to provide inter-
national phone services, including intemational transmission
facilities, intemational switching facilities, and national exten-
sion facilities (domestic transport and termination].

The FCC adopted the Benchmarks Order in August 1997, with
implementation staggered over several years, based on
national incomes. Settlement rates to high and upper-middle
income countries have already been affected, following the
1999 deadline. As the table below demonstrates, most coun-
tries in the upper income bracket have adopted settlement
rates at or below benchmarks. Settlement rates for countries
that have already met FCC benchmarks are shown in bold.

Separate from the FCC’s efforts, a Focus Group of the
International Telecommunication Union (ITU) issued a recom-
mended set of “indicative target” settlement rates in
November 1998. The Focus Group established seven bench-
mark brackets based on country teledensity, with separate
categories established for small island states and least devel-
oped countries (LDCs). Adopted in June 1999, the ITU set-
tlement targets were calculated using the average of the low-
est 20 percent of published settlement rates for each brack-
et. Initially, the ITU’s proposed rates ranged well outside the
FCC’s prescribed band—from $0.06 to $0.45 per minute
compared to the FCC’s $0.15 to $0.23 . However, as the
average of the lowest 20 percent is recalculated annually, the
current targets ($0.05 to $0.30) are now much lower than
when first established, particularly for countries in the low
teledensity brackets. The settlement rate targets take effect
December 31, 2001, with an extension to 2004 for LDCs.
@

FCC Benchmarks and ITU Target Recommendations (U.S. cents)

ITU Target Rate ITU Target Rate FCC Settlement August 2000
Country 1998 2000 Benchmarks Settlement Rate with U.S.
Upper Income Bracket for FCC Benchmarks: Effective January 1999 .
Australia 6.0 49 15.0 ' 15.0
Austria 12.0 10.7 15.0 140
Bahamas 120 15.5 15.0 15.0*
Belgium 6.0 49 15.0 14.0
Denmark 6.0 49 15.0 120
France 6.0 49 15.0 10.0
Germany 6.0 49 15.0 100
Hong Kong 6.0 4.8 15.0 70
Ireland 120 10.7 15.0 100
Israel 120 10.7 15.0 15.0
Italy 120 10.7 15.0 1.0
Japan 120 10.7 15.0 140
Kuwait 16.0 14.9 15.0 15.0%
Netherlands 6.0 49 15.0 70
New Zealand 12.0 10.7 15.0 14.0
Norway 6.0 49 15.0 8.0
Portugal 120 10.7 15.0 15.0
Singapore 6.0 49 15.0 15.0
Spain 120 10.7 15.0 14.0
Sweden 6.0 49 15.0 6.0
Switzerland 6.0 49 15.0 14.0
Taiwan 6.0 49 15.0 15.0*
United Arab Emirates 120 10.7 15.0 14.0%
United Kingdom 6.0 49 15.0 10.0/6.0
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FCC Benchmarks and ITU Target Recommendations (continued)

Source: FCC and ITU

Notes: Rates became compliantwith FCC benchmarks in 2000 are noted with an asterisk {*).
ITU target rates are established in Special Drawing Rights {SDRs). Equivalent U.S. doliar values are subject to exchange rate adjustments.

ITU Target Rate ITU Target Rate FCC Settlement August 2000
Country 1998 2000 Benchmarks Settlement Rate with U.S.
Upper Middle Income Bracket for FCC Benchmarks: Effective January 2000
Argentina 16.0 149 19.0 19.0*
Barbados 16.0 15.5 19.0 50.0
Brazil 19.0 15.3 19.0 19.0*
Chile 16.0 14.9 19.0 35.0
Czech Republic 12.0 10.7 19.0 18.0
Greece 6.0 49 19.0 13.0
Hungary 12.0 10.7 19.0 16.0
Korea, Rep. 12.0 10.7 19.0 26.0
Malaysia 16.0 14.9 19.0 19.0*
Mexico 19.0 15.3 19.0 19.0
South Africa 19.0 15.3 19.0 30.0
Trinidad 16.0 149 19.0 45
Uruguay 16.0 14.9 19.0 19.0*
Lower Middle Income Bracket for FCC Benchmarks: Effective January 2001
Colombia 19.0 15.3 19.0 33.0
Costa Rica 16.0 149 19.0 280
Dominican Republic 29.0 19.1 19.0 19.0*
Ecuador 29.0 18.1 19.0 340
El Salvador 29.0 19.1 19.0 21.0
Guatemala 29.0 191 19.0 29.0
Indonesia 35.0 219 19.0 250
Jamaica 19.0 15.3 19.0 . 350
Jordan 280 19.1 19.0 50.0
Panama 19.0 15.3 19.0 280
Peru 29.0 19.1 190 25.0
Philippines 350 219 19.0 19.0*
Poland 16.0 14.9 19.0 19.0*
Russia 19.0 15.3 19.0 30.0
Thailand 29.0 19.1 19.0 30.0
Turkey 16.0 14.9 19.0 21.0
Venezuela 19.0 15.3 19.0 230
Lower Income Bracket for FCC Benchmarks: Effective January 2002
China 29.0 19.1 23.0 50.0
Egypt 29.0 19.1 230 45.0
Guyana 290 19.1 230 85.0
Haiti 45.0 29.6 230 50.0
Honduras 35.0 21.9 23.0 39.0
India 35.0 21.9 23.0 54.0
Kenya 45.0 29.6 23.0 55.0
Nicaragua 45.0 29.6 230 36.0
Pakistan 350 21.9 230 51.0
Vietnam 350 218 230 67.0

© TeleGeography, Inc. 2000
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National Interconnection Rates
Fixed to Mabile
Local Termination Regional Termination National Termination Termination
{U.S. cents) {U.S. cents) (U.S. cents) (U.S. cents)

1998 1999 2000 1998 1999 2000 1998 1999 2000 2000
Argentina n.a. 2.35 1.10 n.a. 2.35 1.10 n.a. 2.35 1.10 n.a.
Australia 1.62 2.15 0.82 5.30 2.18 1.42 9.90 400 1.65 n.a.
Auvstria 2.00 1.90 0.97 2.00 1.90 1.46 2.63 250 2.15 2248
Belgium 1.23 1.1 0.78 2.33 1.87 122 3.26 267 1.58 18.00
Canada n.a. n.a. n.a. 5.33 0.78 0.51 n.a. n.a. n.a. n.a.
Chile n.a. n.a. 1.79 n.a. n.a. 179 n.a. n.a. 1.79 n.a.
China n.a. n.a. 1.50 n.a. n.a. na. n.a. n.a. n.a. n.a.
Colombia n.a. n.a. 2.82 n.a. n.a. 2.82 n.a. n.a. 2.82 n.a.
Denmark 1.09 1.03 0.81 2.02 1.92 1.52 2.46 233 1.83 17.00
Finland 1.56 1.67 1.36 1.58 1.67 n.a. 3.12 412 1.44 n.a.
France 0.78 0.63 0.56 1.90 1.56 113 2.80 2.32 1.69 20.00
Germany 1.10 1.05 0.83 1.88 2.26 1.80 2.86 2.74 2.18 24.00
Hong Kong n.a. 1.65 1.65 n.a. 1.65 1.65 n.a. 1.65 1.65 0.13
Hungary n.a. n.a. 6.61 n.a. n.a. 6.61 n.a. n.a. 6.61 3.79
Ireland 244 1.08 0.98 4.61. 1.67 1.41 8.75 2.36 1.93 n.a.
Israel n.a. 0.80 0.80 n.a. 1.30 1.30 n.a. 2.50 2.50 n.a.
ltaly 1.68 1.03 0.96 2.74 1.86 1.55 n.a. 2.69 2.19 23.00
Japan 1.81 1.74 1.54 3.73 3.31 2.38 n.a. n.a. n.a. 29.99
Luxembourg 2.23 2.34 1.43 2.23 2.34 1.43 2.23 2.34 1.43 n.a.
Mexico n.a. n.a. n.a. 5.32 261 2,61 n.a. n.a. n.a. 18.00
Netherlands 1.30 1.16 0.91 1.78 1.74 1.30 229 21 1.39 18.00
New Zealand n.a. 1.43 1.38 n.a. n.a. n.a. n.a. 6.66 n.a. n.a.
Norway n.a. 1.00 0.82 n.a. 1.38 117 n.a. 1.63 1.75 15.60
Peru n.a. 2.90 1.68 n.a. 2.90 1.68 n.a. 2.90 1.68 15.62
Portugal 1.33 2.87 0.63 2.63 5.74 1.24 19.98 11.48 215 3.00
Spain 1.65 1.03 0.86 1.65 1.66 1.44 4.63 3.20 2.55 20.00
Sweden 1.27 0.77 0.62 1.96 1.07 0.82 2.68 1.52 1.00 233
Switzerland n.a. n.a. n.a. 272 1.50 0.32 373 2.08 0.59 29.54
UK. 0.60 0.62 0.56 0.96 0.82 0.82 1.73 1.76 1.68 20.42
U.S. (Verizon) n.a. n.a. n.a. 0.79 1.20 0.97 n.a. n.a. n.a. 2.64
Notes:
All interconnection charges are for peak period.
All rates are established in national currencies. Equivalent U.S. dollar values are subject to exchange rate fluctuation,
Local termination 1s the lowest level of interconnection, typically giving a carrier access to a single town or part of a city
Regional and national termination are also known as single tandem and double tandem termination,
Regional termination generally gives a carrier access to all subscribers within a metropolitan area or a North American area code.
U.S. termination fees vary according to Local Exchange Carrier {LEC). U.S. average for regional termination was 1.05¢ as of July 2000.
Source: National regulatory agencies, 0ECD, and ITU © TeleGeography, Inc 2000
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The New Calculus

A Primer on Interconnection Accounting

The Local Money Pit

Transmitting international phone calls was once an expen-
sive proposition. But technology and deregulation have
pushed down long-haul transmission costs to the point that
it is now the beginning and end of a call—were calls are
handed to and from a local operator—that incur the great-
est expense (at least on competitive routes that are weli-
served by modern telecom infrastructure). After Selling,
General, and Administrative (SG&A) costs, therefore, the
majority of call costs on these routes fall outside the direct
control of the service provider (see Figure 1. Call Costs from
U.S. to U.K. and U.S. to Japan). How, then, can intema-
tional service providers anticipate their termination and
origination costs?

In most markets, the local exchange carrier (LEC) ultimate-
ly determines its own network access rates; however, it is
often the regulator that prescribes the framework for calcu-
lation. In order to make this process efficient, transparent,
and responsive to changing market conditions, national reg-
ulatory agencies (NRAs) have sought to establish a clear
methodology for setting interconnect rates. Most NRAs
have worked, in principle, to ensure that fees reflect actual
tocal carrier costs. That may seem fair enough. But the
tougher question is: Which “actual” costs should be count-

ed? Should such costs reflect only per minute transmission
costs incurred when sending calls over a network? Or
should interconnect fees compensate LECs for a wider range
of expenses, such as network upgrades and expansion?

Many NRAs are wrestling with these questions, and some
have proposed diverging methodologies to deal with them.
This article clarifies the differences among interconnection
regimes and draws out the assumptions of the underlying
methodologies.

The Old and New Regimes

Interconnect rates compensate local carriers for use of their
networks by long-distance operators. Thus, these access
charges perform a similar function to the traditional settle-
ment rate system employed by international carriers. There
are, however, some important differences. First, under the
settlement rate regime, an international carrier theoreticaily
hands off a call at the mid-point of an international circuit,
or between “half circuits.” The originating carrier then relies
upon its terminating counterpart to switch the call onto its
domestic long-distance network to the final destination. In
contrast, direct interconnection requires the originating
operator to carry a call all the way to the national gateway
in the country of termination, through a “whole circuit.” In
the long term, the originating operator may wish to build

Figure 1. Call Costs from U.S. to U.K. and U.S. to Japan
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out its own long-haul network within the country, pushing
the point of interconnection closer to the final call destina-
tion. Interconnection regimes exist in most countries with
competitive markets, where a single operator no longer
monopolizes both long distance and local service.

Second, settlement rates are generally one size fits allno
matter where inside a country a carrier sends the call, the
rate is the same. On the other hand, interconnect fees tend
to be distance sensitive, often divided into three bands.
Although definitions vary by country, typical rate classifica-
tions are Jocal (calls handed off at the local exchange), sin-
gle transit or single tandem (calls terminated within the
metropolitan area or within a set regional distance), and
double transit or double tandem (calls handed off at the
national level). For example, a carrier sending traffic to
France would pay France Télécom 1.7¢ per minute to deliv-
er a call from an international gateway in Paris to a business
in Marseille. If that same operator carried the call on a
leased line all the way to the local switching office in
Marseille, it would only pay only a 0.6¢ per minute fee,

Finally, settlement rates tend to be far more expensive than
interconnect rates. The settlement rate between Canadian
operator Teleglobe and U.S. carriers is $0.10 per minute,
whereas the regional interconnect rate in Canada is half of
that. Nevertheless, when using direct interconnection, orig-
ination and termination fees still account for a huge portion
of per minute cali costs. In the settlement rates model for
originating carriers, termination charges can comprise near-
ly 90 percent of call costs, edging down to 65 percent when
paying direct interconnect fees (again, see Figure 1).

Methodologies

Most governments have, in some form, decided that inter-
connect fees should reflect the actual costs of network usage
and development. But what is the best way to do that?
Economic theory suggests that interconnection rates should
be set to achieve the most efficient level of financing for net-
work maintenance and expansion. If the rate is too high,
competitors will have a strong incentive to build their own
networks, creating excessive infrastructure. If too low, com-
petitors will have little incentive to build and maintain net-
warks. To strike an efficient balance, regulators have devel-
oped methods to establish prices systematically and trans-
parently, and then to update those prices continuously.

Although NRAs employ dozens of different methodologies,
most can be categorized into three broad groupings: short
run marginal cost (SRMC), fully distributed cost (FDC), and
long run incremental cost (LRIC). The latter of the three,
LRIC, has been the most widely adopted cost caiculation
method.

Short Run Marginal Cost (SRMC)

Short Run Marginal Cost (SRMC]), also known as short run
incremental or variable cost, measures the cost of resources
required for the production of one more unit of output. In
this case, SRMC reflects one additional minute of cail time
on a local network. SRMC takes into account only “direct”
and “current” costs. Direct costs are exclusively related to
the particular service (e.g., switches specifically designated
to interconnect with long-distance networks). Common or
joint costs, which are shared among different activities and
services, are not considered. Current costs exclude the

Figure 2. A Trade Dispute for the 21st Century

Although the rules for compensating telcos for the few miles of cop-
per wire that runs between a local switch and their customers may
seem a parochial concern, these rules have emerged as a hot giobal
trade issue.

One long-standing dispute between the U.S. and Japan over
Japanese local incumbent Nippon Telephone and Telegraph’s {NTT)
high interconnection rates was resolved in July 2000. According to
the U.S. government negotiators, Japan was protecting state-owned
NTT through high switching termination charges; NTT applied the
revenue from the high fees toward overseas expansion. in 1999,
NTT’s local switch termination bharges were over 60 percent higher
than the world average, and regional switch termination charges were
more than 70 percent above the ayerage. In the July agreement,
NTT agreed to a schedule of reductions that lowered its regional
switch rates 55 percent and local rates 19 percent by 2002.

‘Mexico’s market opening commitments made in the 1997 World

A similar disagreement—this time between the U.S. and Mexico—
heated up just as the U.S.-Japan dispute was cooling off. Telmex, the
incumbent local and long-distance operator in Mexico, had made
some downward adjustments to its domestic interconnection rates
{Mexico does not allow direct international carrier interconnect) since
the market was opened to long distance competition in 1998. But
the new termination rates {one cent above the world average 1.6¢)
still did not align with some U.S.-owned carriers’ interpretation of

Trade Organization (WTO) agreement on basic telecom services. As
a result, the U.S. government began the first steps to filing a formal
complaint with the WTO in July 2000, although the process remained
in the “consultation” phase at this writing. If an agreement can not
be reached, the U.S. may bring the matter before a WTO panel for
judgement. If the panel rules against Mexico, the U.S. may invoke
trade sanctions on Mexitco.

© TeleGeography, inc. 2000
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Figure 3. EU Best Practices

The European Union [EU) decided in 1997 to transfer policy mak-~
ing for network interconnection and telecom competition from the
domain of Member States to the Community level. As part of this
effort, the European Parliament and Council issued a directive on
interconnection in telecommunications to promote fair competition,
following the liberalization of the European telecommunications
market in 1998. Although the directive concluded in favor of a
rate system based on long-run incremental cost analysis, it also
acknowledged that the establishment of methodological parame-
ters and the research necessary to complete the model could take
several years.

In the interim, the EU is using “best practice” rates as a check on
excessively high interconnect fees. The process for establishing
these rates is simple: the EU Commission collects local, single tran-
sit, and double transit interconnect rates from the fifteen member
states; fees from the three lowest cost member states in each inter-
connection band fonm the range for best current practices. For the
year 2000, these rates were drawn from the following countries:
France, Sweden, and the U.K (local interconnection}; and, the
Netherands, Sweden, and the U.K. {both single and double transit
interconnection). These best practice rates are recommended but
not enfarced, intended to shape the ongoing debate over intercon-
nection. For the March 2000 amendment to the EU’s inferconnec-
tion recommendations, see: www.ispo.cec.befinfosoc/telecompoli-

cy/enfrec20cOen.pdf.
® TeleGeography, Inc. 2000

operator’s cost of setting up the network (fixed costs) or for
future maintenance, upgrades, and expansion.

Critics of this method argue that this interconnection rate
would be too low to maintain any level of growth, because
the LEC would not recover enough of its very substantial
fixed and network costs. Competitors would not have suffi-
cient incentive to build their own networks, either, because
of the low cost at which they can access the incumbent’s
network. Not surprisingly, SRMC is often trumpeted by
long-distance operators in newly-opened markets as the
methodology of choice. Despite this support, SRMC has not
been applied by NRAs in any markets as of this writing.

Fully Distributed Cost (FDC)

Fully Distributed Cost {FDC), also known as fully allocated
cost, is much more inclusive than SRMC. Beyond account-
ing for direct costs, FDC also covers common costs. In addi-
tion, FDC often employs historical accounting methods, cal-
culating costs over past expenditures rather than present or
future ones. Historical accounting tends to benefit incum-
bent carriers because rates caiculated using past costs are
usually higher than those based on current or future costs,
as costs overall have continuously declined. One of the
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major criticisms of FDC is that it encourages operation and
investment inefficiency by local carriers, because fees are
linked tightly to spending.

When the U.K. introduced a telecom duopoly in 1984 and
the system of rate accounting was examined for the first
time, the Office of Telecommunications (OFTEL) determined
that local calling prices were being subsidized by overpriced
long distance rates. Instead of allowing British
Telecommunications (BT) to increase its local line rate to
better reflect the balance of costs, OFTEL implemented an
FDC methodology that allowed BT to recover some of its lost
profit through interconnection fees. Then, after local and
long distance tariffs had been rebalanced by the late 1990s,
OFTEL again shifted its accounting system to what they
deemed a more appropriate long term solution: LRIC. This
third methodology is described below.

Long Run Incremental Cost (LRIC)

Several NRAs have attempted to find a middle ground
between SRMC’s lack of incumbent cost recovery and FDC’s
strong compensation for historical costs in the Long Run
Incremental Cost (LRIC} methodology. LRIC is similar to
SRMC inasmuch as sunk costs—unrecoverable, past, fixed
costs to build the network—are not considered. The differ-
ence between the two methodologies hinges on the time
frame for cost inclusion. While SRMC considers the margin-
al cost of a minute of traffic based on the network in the
short run, LRIC considers the long run possibility of techno-
logical improvements and capacity increases. In fact, LRIC
defines the “long run” as the period of time in which alter-
ations or expansions to the network can be implemented.
Therefore, LRIC includes not only the marginal cost of
today’s network, but also the marginal cost of developing a
network. The methodology, therefore, tends to be friendlier
to rate-payers than FDC, but less harsh to incumbents than
SRMC.

The basic structure of LRIC allows room for precise adapta-
tion to each market. Models may differ over actual classifi-
cation of specific direct, current, and potential future costs,
as well as definitions of the “long run.” Distinct LRIC vari-
ations exist as a result—LRAIC (average), TSLRIC (total ser-
vice), TELRIC (total element}—while all share fundamental
principles of long run incremental cost.

This shift from fully distributed cost accounting to LRIC
methodologies may explain some of the recent decreases in
termination rates (see Figure 4. Regional Termination Rates,
1998-2000). For example, Danish interconnect fees have
dropped over 20 percent since the introduction of LRIC in
1999, compared to a six percent drop the previous year.
Canadian interconnect rates have also declined over 90 per-
cent since the implementation of an incremental cost
methodology in 1998. Across the board, origination and
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Figure 4. ‘Regional Termination Rates, 1998-2000
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termination rates continue to decrease at a faster pace with
LRIC implementation than with FDC.

Conclusion

As the price of international bandwidth continues to decline,
the costs at either end of a call are becoming a more impor-
tant portion of international service providers’ costs.
Regulators have only recently begun to scrutinize these
costs and develop long term rate-setting policies. Though
carriers and regulators agree that rates should be tied to
local carriers’ actual costs, the precise methodology by
which to calculate those costs remains a matter of debate.
Today, most countries implement an LRIC strategy to allow
for adequate compensation of costs for incumbent local car-
riers while offering a fair and competitive rate for interna-~
tional service providers, @=g
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Retail Prices for a Three Minute Call

From/To Australia Belgium Canada Czech Rep. Finland France  Germany Greece HongKong Ireland ltaly
Australia n.a. 1.97 1.42 2.85 1.83 1.83 1.68 1.55 1.26 1.40 1.36
Austria peak 0.86 0.81 0.86 0.65 0.81 0.81 0.65 0.86 0.86 0.81 0.65
Austria off-peak 0.77 0.68 0.77 0.54 0.68 0.68 0.54 0.77 0.77 0.68 0.54
Belgium peak 2.66 n.a. 1.33 1.99 1.33 1.00 1.00 133 2.66 1.33 1.33
Belgium off-peak 266 n.a. 1.33 1.99 1.33 1.00 1.00 1.33 2.66 1.33 1.33
Czech Rep. peak 1.77 1.14 1.70 n.a. 1.20 1.14 1.07 1.20 3.35 1.20 1.14
Czech Rep. off-peak 1.14 0.69 1.07 n.a. 0.76 0.69 0.63 0.76 2.65 0.76 0.69
Denmark peak 1.82 1.05 1.03 1.7 0.59 1.04 o.n 1.32 3.20 1.05 1.03
Denmark off-peak 1.40 0.81 0.71 0.94 0.48 0.68 0.46 0.95 291 0.85 0.65
Finland 1.90 1.27 1.27 1.27 n.a. 1.27 1.12 1.27 339 1.27 1.27
France peak 1.25 0.43 0.49 0.90 0.43 n.a. 0.43 0.68 1.25 0.43 0.43
France off-peak 1.12 0.42 0.51 0.86 0.42 n.a. 0.42 0.68 1.12 042 042
Germany 0.62 0.29 0.29 0.57 0.29 0.29 n.a. 0.57 '1.85 0.29 0.29
Greece 0.86 0.86 0.86 1.22 0.86 0.86 0.86 n.a. 1.22 0.86 0.86
Ireland peak 1.91 0.85 0.65 1.08 1.08 0.85 0.85 1.08 1.91 n.a. 1.08
Ireland off-peak 1.53 0.75 0.57 0.94 0.94 0.75 0.75 0.94 1.53 n.a. 0.94
ftaly peak 2.38 0.92 0.92 1.29 0.92 0.92 0.92 0.92 2.96 0.92 n.a.
italy off-peak 2.38 0.92 0.92 1.29 0.92 0.92 0.92 0.92 296 0.92 n.a.
Japan peak 6.43 8.14 4.07 8.14 8.14 5.49 5.49 8.14 8.14 8.14 8.14
Japan off-peak 5.11 6.81 3.4 6.81 6.81 5.30 5.30 6.81 6.81 6.81 6.81
Korea, Rep. 3.00 3.56 3.92 3.56 356 353 353 356 262 3.56 3.53
Mexico peak 5.49 4.85 349 485 4.85 4.85 4,85 485 549 485 4.85
Mexico off-peak 3.66 3.23 2.62 3.23 3.23 3.3 323 3.3 3.66 323 3.3
Netherlands peak 0.56 0.31 0.31 0.76 0.61 0.34 0.27 0.87 1.03 0.66 0.44
Netherlands off-peak 0.56 0.31 0.31 0.76 0.61 0.34 0.27 0.87 1.03 0.66 0.44
Poland peak 2.55 114 2.55 1.02 1.25 1.25 1.14 1.25 461 1.39 1.25
Poland off-peak 255 114 255 1.02 1.25 1.25 114 1.25 4.61 1.39 1.25
Portugal 2.15 0.88 0.88 1.62 0.88 0.85 0.85 0.88 2.84 0.88 0.88
Singapore 1.04 1.74 0.68 3.30 1.74 1.74 1.74 243 1.22 243 1.74
Spain 2.90 0.92 1.65 1.31 0.92 0.92 0.92 0.92 2.90 0.92 0.92
Sweden 0.94 0.35 0.29 0.94 0.28 0.35 0.29 0.54 1.96 0.54 0.54
Switzerland 043 043 0.22 1.08 0.43 0.22 0.22 043 1.08 043 0.22
Turkey 3.57 1.39 2.08 1.39 1.39 1.39 1.39 1.39 3.57 1.39 1.39
UK. peak 1.88 1.09 0.91 1.48 1.48 1.09 1.09 1.36 1.88 0.88 1.36
UK. off-peak 1.61 1.02 0.86 1.33 1.33 1.02 1.02 1.14 1.61 0.76 1.14
U.S. {(WorldCom One) 0.51 0.51 0.21 1.89 0.51 0.51 0.51 0.51 1.02 0.51 0.51
U.S. (WorldCom Basic) 6.21 6.27 219 1.92 591 5.4 5.07 855 141 5.49 6.21
U.S. (AT&T One Rate) 0.51 0.87 021 1.89 0.87 0.51 0.51 0.51 045 0.51 0.51
U.S. {AT&T Basic) 6.66 6.81 237 8.25 6.48 5.88 5.46 8.55 8.07 5.94 6.63
Notes: 1. All rates are in US$ and exclusive of taxes and were current on 3. Fees are $2 with domestic long distance per month for AT&T One Rate and $3
August 31, 2000. Peak hours are between 9:00-19:30, Monday-Friday. per month for WorldCom One
2. Rates have been calculated in real tme using meter step {rounded up 4. Rates for calls from the U.S. to Canada and Mexico are from Washington,
to next meter step for a 3 minute cali). D.C to Montreal and Mexico City.
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Japan Korea, Rep. Mexico Neth'lands Poland Singapore Spain  Sweden  Turkey UK. Us. To/From
1.93 1.76 285 1.78 2.57 1.33 2.25 1.83 2.16 1.40 1.42 Australia
0.86 0.86 1.28 0.81 0.92 0.86 0.81 0.81 0.92 0.81 0.86 Austria peak
0.77 0.77 1.14 0.68 0.92 0.77 0.68 0.68 0.92 0.68 0.77 Austria off-peak
2.66 365 4.65 1.00 1.99 266 1.33 1.33 1.99 100 1.33 Belgium peak
2.66 3.65 4.65 1.00 1.99 2.66 1.33 1.33 1.99 1.00 1.33 Belgium off-peak
1.77 429 353 1.14 1.07 353 1.20 1.14 1.64 1.14 1.70 Czech Rep. peak
1.14 328 265 0.69 0.63 265 0.76 0.69 1.26 0.69 1.07 Czech Rep off-peak
2.55 4 421 091 0.85 291 1.32 0.48 1.60 0on 1.03 Denmark peak
2.04 3.34 334 0. 0.74 2.33 0.95 0.37 T 0.53 0.78 Denmark off-peak
3.13 414 414 1.27 1.27 3.39 1.27 041 1.27 1.27 1.27 Finland
1.25 1.25 1.66 0.43 0.90 1.66 0.43 0.43 0.90 043 0.43 France peak
1.12 1.12 1.52 042 0.86 1.52 0.42 0.42 0.86 0.42 0.42 France off-peak
1.85 1.85 242 0.29 0.57 2.57 0.29 0.29 0.57 0.29 0.29 Germany
1.22 1.22 201 086 1.22 1.22 0.86 0.86 1.05 0.86 0.86 Greece
1.91 274 171 0.85 1.08 1.91 1.08 1.08 2.06 0.34 0.65 Ireland peak
1.53 2.74 1.54 0.75 0.94 1.53 0.94 0.94 1.78 0.32 0.57 Ireland off-peak
2.38 2.96 3.86 0.92 1.29 2.96 0.92 0.92 1.88 0.92 0.92 Italy peak
2.38 2.96 3.86 0.92 1.29 2.96 0.92 092 1.88 0.92 0.92 italy off-peak
n.a. 3.50 6.72 8.14 8.14 5.20 8.14 8.14 8.14 4.07 1.70 Japan peak
n.a. 284 5.58 6.81 6.81 4.54 6.81 6.81 6.81 3.97 1.42 Japan off-peak
222 n.a. 407 3.53 3.56 2.62 3.53 3.53 3.56 298 1.90 Korea, Rep.
5.49 5.49 n.a. 485 4.85 5.49 485 4.85 485 4.85 3.09 Mexico peak
3.66 3.66 n.a. 3.23 3.23 3.66 3.23 3.23 323 3.23 2.32 ' Mexico off-peak
1.03 186 248 n.a. 0.87 1.28 0.44 0.36 0.92 0.25 0.21 Netherlands peak
1.03 1.86 248 n.a. 0.87 1.28 0.44 0.36 0.92 0.25 0.21 Netherlands off-peak
4.61 461 461 1.14 n.a. 4.81 1.38 1.14 1.38 1.25 2.55 Poland peak
4.61 4.61 481 114 n.a. 4.61 1.38 1.14 1.38 1.25 2.55 Poland off-peak
2.84 284 298 0.88 1.62 3.80 074 0.88 1.62 0.85 0.85 Portugal
1.56 217 347 1.74 3.30 n.a. 243 174 3.30 1.02 0.68 Singapore
290 290 220 0.92 1.31 2.90 n.a. 0.92 1.54 1.00 1.07 Spain
0.94 2.60 1.96 0.35 0.54 1.31 0.54 n.a. 0.94 0.29 0.29 Sweden
1.08 2.05 259 043 1.08 1.08 0.43 0.43 1.08 043 022 Switzerland
3.57 3.57 3.57 1.39 1.39 3.57 1.39 1.39 na. 1.39 2.08 Turkey
259 4.15 415 1.09 1.48 224 1.36 109 259 n.a. 0.91 UK. peak
2.20 3.94 3.94 1.02 1.33 2.13 1.14 1.02 220 n.a. 0.86 UK. off-peak
0.78 0.81 1.17 0.51 1.02 1.05 0.51 0.51 1.53 0.30 n.a. U.S. (WorldCom Qne)
6.00 1.47 498 5.34 6.63 6.72 6.63 5.34 1.56 450 n.a. U.S. (WorldCom Basic)
0.48 045 1.05 0.75 0.84 0.84 0.51 0.60 1.35 0.30 n.a. U.S. (AT&T One Rate)
6.39 7.98 6.24 5.79 6.93 7.26 7.14 579 8.07 477 n.a. U.S (AT&T Basic)

Source: Tarifica - @ unit of The Phillips Group, 3rd Floor, 19 Thomas More St., London E1 9YW, U K
Tel +44 20 7423 4500 « Fax +44 20 7423 4501 » Email: consult@tarifica.com « www.tarifica com

Every effort has been made to ensure that this pricing data 1s up-to-date and accurate However, Tarifica can not be held responsible for any losses arising from use of the data
Source for U S. rates  TeleGeography research © The Phillips Group and TeleGeography, inc 2000
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Retail Pricing Trends, 1997-2000

Figure 1. Retail Tariffs for Selected Countries
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Retail and Wholesale Rates: PSTN versus VolP

PSTN Rates VoIP Rates

Country Retail Wholesale Retail Wholesale
Argentina 0.52 0.23 0.25 0.14
Australia 0.17 0.09 0.08 0.03
Austria 0.17 0.09 0.08 0.04
Bahamas 0.37 0.27 0.21 0.09
Belarus 0.63 0.32 0.30 0.20
Belgium 0.17 0.08 0.08 0.03
Brazil 0.38 0.18 0.21 0.14
Canada 0.07 n.a. 0.04 0.03
Chile 0.45 0.13 0.11 0.05
China 0.59 0.22 0.21 0.07
Colombia 0.52 0.19 0.22 0.13
Cyprus 0.62 0.24 026 0.13
Czech Republic 0.63 0.19 n.a. 0.18
Dominican Republic 0.44 0.15 0.23 0.09
Finland 0.17 0.11 0.08 0.05
France 0.17 0.08 0.08 0.03
French Polynesia 1.54 0.38 0.66 0.19
Germany 0.17 0.08 0.08 0.03
Ghana 0.68 0.29 0.49 0.21
Guyana 0.17 n.a. 0.20 0.11
Hong Kong 0.34 0.08 0.08 0.03
India 0.66 0.53 0.55 0.49
Indonesia 0.53 0.28 0.36 0.19
Iran 0.85 0.58 0.95 0.48
Israel 0.28 0.12 0.08 : 0.06
Japan 0.26 0.09 0.08 0.04
Malaysia 0.44 0.15 0.19 .0.06
Mexico 0.39 0.1 0.19 0.12
Netherlands 0.17 0.08 0.08 0.03
New Zealand 0.17 0.09 0.08 0.03
Pakistan 0.75 0.58 0.78 0.46
Peru 0.52 0.33 0.31 0.17
Poland 0.34 0.21 0.29 0.12
Russia 0.47 0.28 0.21 0.12
Saudi Arabia 0.70 0.52 0.82 0.39
Singapore 0.35 0.13 0.15 0.04
South Africa 0.53 0.31 0.30 0.20
Spain 0.17 0.12 0.08 0.03
Sri Lanka 1.13 0.63 0.81 0.26
Switzerland 0.17 0.09 0.08 0.03
Taiwan 0.33 0.12 0.11 0.06
Turkey 0.51 0.24 0.17 0.17
Ukraine 0.48 0.31 0.20 0.13
United Arab Emirates 0.55 0.30 0.40 0.18
United Kingdom 0.10 0.07 0.08 0.02
Venezuela 0.35 0.26 0.26 0.18
Vietnam 0.89 0.78 0.97 0.65
Yugoslavia 0.84 0.28 0.42 0.20

Note: Rates are for calls from the United States

Source’ PSTN retail rates: WorldCom One; VolP retail rates: deltathree com PC-to-Phone. Wholesale rates reflect two major international

carriers’ rates as of September 2000. © TeleGeography, Inc. 2000

53



TeleGeography 2001

© TeleGeography, Inc. 2000

Follow the Money

Network-to-Network Payments for Internet Telephony and
Other IP Traffic Streams

As the Internet diverts more international telephone traf-
fic from the existing carrier-to-carrier system for settling
accounts, there is a growing interest in new ways to
share the network costs of global Internet communica-
tions. This article profiles compensation arrange-
ments—clearinghouses and paid transit—used today by
networks providing cross-border Internet telephony. It
also looks at several factors (e.g., Internet billing soft-
ware) that are likely to affect the adoption of new inter-
network compensation schemes. The article suggests
that the current financial pressure on major Internet ser-
vice providers and long distance carriers alike may
accelerate implementation of new compensation models.

Introduction

The bloom is off the rose. For decades, international phone
calls provided a large source of high-margin revenue for tele-
phone operators worldwide. No more. In a few short years,
open markets, abundant new transmission capacity, and the
rise of the Internet have driven long distance call prices closer
to their cost, especially for wholesale providers. This has led
to hard times for well-established companies; many new carri-
ers have fared much worse (see Figure 1. The Death of
Distance).

Even AT&T, the largest U.S. telco, has not been immune from
the stock market’s revaluation of the long distance business.
By June 2000, The Financial Times reported that AT&T’s share
price actually reflected a negative value for its long distance
unit after taking account of the company’s cable TV, wireless,
and other assets. Similarly, in August 2000, CS First Boston
concluded that if WorldCom were broken up, its consumer long
distance business—still the bulk of WorldCom’s revenue—
would only be worth $5 billion out of a $60 billion total valu-
ation.

In the 1990s, the pressure on the margins for international
calls came chiefly from innovative least-cost routing arrange-
ments that worked within the existing settlement system (call-
back and traffic refile). [1] These practices sharply eroded
the wholesale termination fees or settlements paid by one
telephone operator to another for completing international
calls. Today, one of the greatest pressures on international
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settlements comes from internet telephone and fax services;
they threaten to bypass the settlement system altogether.

International telephone companies appear to be caught
between two worlds, neither of which is viable. On the one
hand, despite the Internet’s allure, the bulk of most operators’
phone traffic (at least outside Western Europe and North
America) is still subject to the accounting rate system, and the
payments the operators receive from foreign correspondents
remain a significant revenue source. For example, according
to the ITU’s study, Challenges to the Network, in 1998, net
settlement revenue from international telephone services
totaled over $125 million for the Dominican Republic, Potand,
Egypt, Lebanon, Vietham, and Pakistan; net revenues were
approximately $500 million or more for China, the Philippines,
India, and Mexico. For carriers serving these countries,
Internet telephony is a clear economic threat.

On the other hand, even in developing countries, most opera-
tors acknowledge the rough consensus that has been forged
among the world’s telecom engineers: over the next decade,
the Internet’s packet switched protocols will provide a com-
mon global platform for almost all communication services.
The migration of voice traffic from dedicated, long-haul trans-
mission facilities for switched telephony to multi-purpose
packet-based data networks is no longer a question of “if” but
“when.” [2] Hence, while the Internet may be a near-term
revenue threat to long distance services, in theory, it holds out
the promise of new revenues from other products.

For a start, Internet telephony may offer teicos an entrée to
various unified-messaging services by offering a common
means for sending real-time and stored messages (e.g., voice-
mail, email, and fax). And that is just the beginning. Over the
next few years, the Net also may provide operators an oppor-
tunity to move up the value chain by sharing the revenue from
multi-media and e-commerce services (e.g., music, films,
games, and shopping). At least that is the theory.

The closer technology gets to bringing this vision to the mar-
ket, the greater the interest in new network-to-network pay-
ment schemes. As with telephone service, the scale necessary
to provision Internet services is expensive, and it requires the
cooperation of numerous other networks. In the telephone
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Figure 1. The Death of Distance: International Carrier Bankruptcies and Distress Sales

Who: Cherry Communications
When: 1997

Why: in 1996, Cherry was a top U.S. international reseller with 10
percent of the market (over 650 million minutes}. But poor cost con~
trols, “shady” selling practices, and a large number of uncoliectible
accounts put it into bankruptcy. It was then bought by World Access,
Inc., a company partly owned by WorldCom, which has since bought
several other distressed carriers.

What: Bankruptcy

Who: Telegroup
When: February 1999
Why: As a pioneering call-back operator, Telegroup had few peers.
Revenues rose from $270,000 in 1990 to $337 million in 1997,
allowing a $40 million IPO. But Asia’s economic crisis dampened the
appetite for calls billed in U.S. dollars, just as the company was
spending heavily to build out its global network. In June 1999,
Primus Telecommunications bought Telegroup’s U.S. business out of
bankruptcy for $72 million,

What: Bankruptcy

Who: STAR Telecommunications
When: February 2000

Why: Once a stock market favorite (in the spring of 1998, STAR’s
shares were up over 400 percent from the 1997 {PO), by mid-1999
STAR was long on capacity and short on cash. And, despite a boom-
ing traffic base (over two billion minutes in 1999}, half from its PT-1
pre-paid card affiliate, the pressure on call margins was unrelenting.
STAR sold receivables to raise cash and then later agreed to be

What: Distress Sale

bought by World Access, with PT-1 sold off to Canadian-owned
Counsel Communications.

Who: GST Telecommunications
When: May 2000

Why: GST focused on the western United States and called itself an
“Integrated Communications Provider,” offering Internet and local
access services. But most of its revenues {and investments) were
linked to its long distance and international calling business. And
pricing pressure never allowed the company to earn enough to fund
its ambitious network construction plans.

What: Bankruptcy

Who: Pacific Gateway Exchange What: Asset Sales

When: Spring 2000

Why: With backing from Japan’s KDD, Pacific Gateway Exchange
{(PGE) was often touted as a sure bet to capitalize on “emerging glob-
al telecom opportunities.” It specialized in trans-Pacific routes and,
buoyed by its rapid growth, went “long” on numerous undersea cable
systems. Yet as per-minute margins fell and growth slowed, PGE
found its cable portfolio more of a liability than an asset, especially
as cheaper capacity came online. The market began to lose faith
and, in March 2000, the company restated its 1999 earnings. A flur-
ry of stockholder actions followed, driving PGE’s share price below $5
a share {it had reached $62 in 1998). To keep afloat, PGE sold much
of ifs cable capacity to Metromedia Fiber Network and is currently
refocusing on international data and VolP services.
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world, however, most operators receive significant payments
from other networks in exchange for providing end-to-end ser-
vice. Not so for the Internet. As explained more fully in Part
11, neither of the prevailing inter-network compensation mod-
els for the Internet—peering (where no money changes hands)
and transit (where payments are one-way)—provides an obvi-
ous replacement for the bilateral revenue sharing arrange-
ments which now prevail in the telephone industry. [3]

In these circumstances, the greater an operator’s reliance on
network-to-network compensation payments, the greater the
concern about the transition to Internet-based services. This
concern has grown during the last year as the stock markets
have begun to write down the capital value of almost every
company which provides long-haul telecommunication services
(again, see Figure 1).

Put bluntly: How will the costs of handling two-way traffic on
IP networks be recouped where the great majority of service

providers are downstream ISPs which make net outpayments
to upstream networks? From end-user charges alone? Or
advertising? Or non-network services?

Similarly, in tomorrow’s Internet-based world, who will bear
the cost of implementing much needed cross-network Quality
of Service (QoS) standards for telephony and other applica-
tions? And, where network traffic flows are asymmetrical—the
sine qua non of the public Internet—what is the incentive for
smaller networks to make new investments when most of the
money flows to their larger correspondents?

The remainder of this article is organized into three main sec-
tions. Part Il briefly reviews the existing settlement systems for
international telephone operators and contrasts that with the
prevailing inter-network compensation schemes among global
ISPs. Part Ill looks in more detail at emerging inter-network
payment arrangements for Internet telephony and, to a lesser
extent, for other IP-based services. The article concludes with

Figure 2. How the Accounting Rate System Works for International Telephony
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1. What is an accounting rate? The accounting rate is a bilaterally
agreed per minute rate for carrying public switched telephone
network traffic between two carriers (A and B) in different coun-
tries. This is the wholesale rate of the call from beginning to end.

2. Carriers use the accounting rate to settle accounts with one anoth-
er for handling traffic in both directions. The carrier originating
the greater number of minutes in an agreed period {typicaily, one
month) pays out funds to the other carrier in an amount equal to
the number of surplus minutes multiplied by one-half the
accounting rate (known as the settlement rate).

Source: Adapted from Direction of Traffic 1994, TeleGeography/ITU.

3. For exampile, if in a given period carrier A sends 100 minutes to
carrier B, and carrier B sends 150 minutes to carrier A, then car-
rier A has a surplus of 50 minutes,

~

4. Assume now that the accounting rate is $0.30 per minute.
Multiplying this 50-minute surplus by one-half the accounting
rate, carrier B pays fo carrier A an amount equal to 50 x $0.15
or $7.50.

© TeleGeography, [nc. 2000
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a look at some of the factors which are likely to advance or
retard new network compensation schemes for IP services.

L. From Settlements to Transit

A. Settlements

The classic paradigm for sharing the cost of international
telecommunications is based on joint ventures for switched
telephony. Two Public Telephone Operators (PTOs], one from
country A and one from country B, agree to exchange traffic
and each PTO covers the cost of provisioning and maintaining
a circuit to a half-way point that links their two networks. To
cover the provisioning costs, the two operators pay each other
one-half of an agreed wholesale charge, known as an account-
ing rate, for each minute of traffic the other terminates. At the
same time, each operator retains the freedom to set the end-
to-end retail charge for traffic originating on its own network.

Inter-operator settlements are based on net traffic balances.
Thus, on any given route, the operator originating more traffic
than it terminates pays out funds to its correspondent (see
Figure 2. How the Accounting Rate System Works for
International Telephony).

Despite the fact that long-haul transmission costs have fallen
rapidly since the mid-1990s, a PTO that receives more traffic
than it sends has an obvious incentive to keep its accounting
rate high so as to maintain incoming settlement payments.
High, yes, but not so high that it encourages too much traffic
bypass; that would be self-defeating. Thus, in the face of
alternative call routing techniques (third country refile, ISR,
“leaky” corporate branch exchanges, and mobile networks],
most operators have been gradually forced to reduce their set-
tlement rates or face a growing loss of traffic and revenues. [4]

In richer countries, settiement rates have come under even
greater pressure because the majority of international traffic is
now data, not voice, and a large portion of that data stream
is Internet traffic. Consequently, even though most of the rev-
enues that carriers receive for use of their international net-
works still come from retail charges and settlements related to
voice, more and more of the bandwidth and switching costs
are attributable to data. And, uniess these data/internet costs
are recovered from the retail charges assessed on Internet cus-
tomers or from network connection charges, voice subscribers
will be subsidizing them.

So let us now take an initial look at how international opera-
tors are typically compensated for hauling Internet traffic. We
will concentrate here only on the network-to-network pay-
ments involved, leaving end-user charges aside. At the net-
work or wholesale level, two types of payment models cur-
rently predominate: peering and transit. To put these models
in context, a short digression is useful on the Internet’s global
structure.

From a service provider’s perspective, the Internet looks
something like a river system. On the Internet, the headwa~
ters are formed by thousands of small, often local, networks.
They route their customer’s traffic to the rest of the Net via
hundreds of tributary networks which, in turm, connect to the
rest of the world via a top tier of Amazon-sized backbone net-
works (see Figure 3. Market Shares of Internet Backbone
Providers). In June 2000, the U.S. Department of Justice
(DOJ) provided a useful overview of this architecture when it
sought to block two of the top tier .backbone networks—
WorldCom and Sprint—from merging and thus gaining undue
market power vis-a-vis other backbone networks.

Figure 3. Market Shares of Internet Backbone Providers

Boardwatch DataCommunications U.S. Department of Justice Study

Rank Provider Market | Provider Market | Provider Market

Share Share Share

i WorldCom 21% | WorldCom 37% | WorldCom 37%

2 Sprint 13% | n.a. n.a. | Sprint 16%

3 Cable & Wireless 8% | Cable & Wireless 13% | na. n.a.

4 AT&T 6% | AT&T 12% | na. n.a.

5 Verio 5% | Genuity 12% | n.a. n.a.

Total 53% 74% 53%

Notes: Boardwatch rankings are based on number of transit refationships with other ISPs as of December 1999, Data Communications rankings are based on the

routing tables of the 500 most trafficked web sites as of June 1999. U.S. Department of Justice study is based on March 2000 data.

Source: Boardwatch Magazine, Data Communications Magazine, and the U.S. Department of Justice © TeleGeography, Inc. 2000
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Figure 4. Time to Pay Up? ITU-T Recnmmendation‘ﬂ.(iii) International Internet Connections

[TUT Recommendation D.50—perhaps better known as draft
D.{iii)—was adopted in April 2000 by representatives of the world’s
telecom ministers in Geneva. The text appeared to be a model of
economic diplomacy:

‘It is recommended that administrations negotiate and agree
to bilateral commercial arrangements applying to direct inter-
national Internet connection whereby each administration will
be compensated for the costs that it incurs in carrying traffic
that is generated by the other administration.” [1]

But this rather anodyne text—that the costs of Internet transmission
capacity used by two parties for bilateral service be shared among
them—soon triggered a fierce debate. On the one side was the U.S.
government and major U.S. international carriers, most of which are
also U.S. Internet Backbone Providers (IBPs). They saw the draft
International Telecommunication Union {ITU) Recommendation D. {iif)
as an attempt to impose a traffic-based settlement system on the
Internet akin to the “discredited” accounting rate regime used for
international telephony. That is the worst kind of regulatory med-
dling, said the Americans, and it would stifle the ability of Internet
Service Providers {ISPs) to negotiate their own interconnect terms—
terms that have thus far led to a rapid build-out of global bandwidth,
fostered broad Intemet connectivity, and stimulated the necessary
investment to scale the core backbone networks in the U.S. to
accommodate Internet transit traffic from around the worid.

Not so, said D.{ii}'s proponents, led by Australia and other Asia-
Pacific nations. [2] We are not “asking that the telephony model be
adopted” for the Internet but are only “proposing that principles such
as ‘non-discrimination’, ‘transparency’ and ‘cost-based’ be applied
to all services....” ’

First, its proponents argued, D. (ili) eschews government intervention;
it seeks to rely on commercial negotiations. Second, it is pro-com-~
petitive and would encourage new 1SPs worldwide because non-U.S,
ISPs must now subsidize the top tier of largely U.S.-based IBPs. How
is that? Off-shore 1SPs typically pay the full cost of the international
transmission capacity to the U.S. even though, once provisioned, the
capacity is made available—without charge—to U.S.-based {SPs to
send Internet traffic in the opposite direction to off-shore ISPs and
their customers.

One result is that non-U.S. ISPs face disproportionately high interna-
tional “transit” or interconnect costs which must be recouped from
their customers. That raises the costs of local Internet access, said
D.(iii)’s advocates, and also deters new entrants in poorer and mid-
dle income countries.

At best this is half true, replies the U.S. Yes, U.S. IBPs require off-
shore [SPs to acquire their own transmission facilities if they wish to
connect in the U.S., but many IBPs have off-shore points of presence
{PoPs). And non-U.S. ISPs are free to build or buy their own U.S,

backbones if they wish; the market for Internet backbone services is
wide open. Witness, for example, NTT's acquisition of Verio, a major
U.S. ISP, though this deal apparently was subject to unprecedented
terms by U.S. law enforcement officials.

In addition, said the U.S,, draft Recommendation D.(iii) is insuffi-
ciently inclusive. It singles out international leased line costs and fails
to consider cost-sharing for Internet facilities generally {e.g., for
domestic links, hubs, web sites, maintenance).

The fight over cost-sharing for giobal internet access continued in
May 2000 at the Canciin, Mexico, meeting of telecom ministers from
the Asia-Pacific Economic Cooperation {APEC) group. After extensive
debate, the following terms were appended to a proposed.action pro-
gram for review by APEC’s economic ministers at their November
2000 meeting in Brunei:

* Govermnments need not intervene in private business agreements
on Internationat Charging Agreements for Internet Services
achieved in a competitive environment, but where there are dom~
inant players or de facto monopolies, governments must play a
role in promoting fair competition.

» Internet Charging Agreements between providers of network
services should be commerciaily negotiated and, among other
issues, reflect:

~ The contribution of each network to the communication;

- The use by each party of the interconnected network
resources; and,

- The end~to-end costs of international transpor\t link capacity.

In Cancdn, as in Geneva, U.S. telecom officials derided the need for
government oversight of the internet’s privately owned global infra-
structure, absent the existence of any dominant players. However,
the very next month, American antitrust officials contended that the
private sector could not be trusted to safeguard the Internet’s glob-
al architecture. The U.S. Department of Justice (DOJ) went to court
to block the merger of America's two largest IBPs, WorldCom and
Sprint, because a combined company would control 53 percent of
U.S. internet traffic—five times that of the next largest IBP. According
to the DOJ, that would have given the merged entity the incentive
and ability to impair rival ISPs by raising their costs and/or degrad-
ing the guality of interconnections. [3]

Back to the ITU. In October 2000, after a 10-day meeting in
Montreal, the [MU’s World Telecommunication Standardization
Assembly [WTSA) adopted a compromise version of
Recommendation D.(iii} based on text brokered by Canada and the |
Netherlands. [4] Adopted by consensus, with the U.S. and Greece
taking reservations, the ITU now recommends that:

continued on next page
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Figure 4. (continued)

“administrations involved in the provision of intemat}onal
Internet connections negotiate and agree to bilateral commer-
cial arrangements enabling direct international Internet con-
nections that take into account the possible need for compen-
sation between them for the value of elements such as traffic
flow, number of routes, geographical coverage and cost of
international transmission among others.”

Notes:

[1] in ITU parlance, administration means a telecommunications
operator or Recognized Operating Agency (ROA). According to
Australia, a prime advocate of Recommendation D.{jii}, the term ROA
“includes any operator of facilities that provides public access and
connection to the communication infrastructure and address space of

the global Internet.” See “Australia Recommendation D.{iii},”
Document 84-E, September 2000, WTSA-2000, available at
www.itu.int/itudocr/itu-t/wtsa/docsfindex.html (registration required).

[2] For background, see “Asia-Pacific Telecommunity Study Group 3
Proposed Recommendation Diii”, Document 81-E, September 2000,
WTSA-2000. For the U.S.. position, see Documents 49-E
[Substantive Issues} and 52-E [Procedural Issues]. All documents
available at the ITU URL referenced in Note 1 above.

[3] See www.usdoj.gov/atr/cases/f5000/5051.htm.

[4] For details, see “Draft Report of Committee 6,” Document 149~
E, WTSA-2000, and “Report of Committee 6,” Document 160-E,

WTSA-2000. © TeleGeography, Inc. 2000

As the DOJ explained, “Because the Internet comprises thou-
sands of separate networks, direct interconnections [among
these networks] would be impractical. Instead, the Internet
has developed a . . . structure in which smaller networks are
interconnected with one of the few large Internet ‘backbone’
networks, which operate high-capacity long-haul transmission
facilities and are interconnected with each other.” Thus, in a
typical Internet session, “an ISP sends data from one of its
customers to the large network that the ISP uses for backbone
services, which in turn sends the data to another backbone
network, which then delivers it to the ISP serving the end user
to whom the data is addressed.”

The small number of Internet backbone providers (IBPs) at the
top of this food chain all sell transit service to substantial num-
bers of ISPs and sell dedicated Internet access directly to cor-
porate customers or other enterprises. Tier One IBPs have
large, high capacity national and international networks, and
typically maintain private peering relationships with all other
Tier One IBPs on a settlement-free basis.

Smaller IBPs, often referred to as Tier Two or Tier Three IBPs,
also may sell transit to ISPs (or IBPs) and sell dedicated
Intermet access to end-users. However, as the DOJ explains,
these Tier Two or Tier Three IBPs typically purchase transit
from, rather than peer with, one or more Tier One IBPs and/or
rely substantially upon exchanging traffic at “inferior” (and
those are the DOJ’s words) public interconnection facilities.
Any lower tier IBP that must purchase significant connectivity
thus operates “at substantial cost disadvantages compared to
Tier One IBPs” which rely upon peering.

Let us now return to the economics of peering and transit, fol-
lowing which we shall consider how these schemes may affect
the flow of funds for VoIP and other specific IP services.

Peering

As noted above, peering exists mostly between ISPs with like-
sized networks (e.g., between the handful of global IBPs and
among smaller Tier Three networks). Among peers, no money
is exchanged. Payment comes in the form of reciprocal net-
work use: [I'll terminate your traffic if you terminate mine.
These reciprocal obligations are not service-specific. That is,
peers terminate VoIP and other traffic indifferently.

There are some caveats. Peers only agree to accept traffic
from each other if that traffic is destined for their network cus-
tomers (i.e., end-users) or for a network buying transit ser-
vices from them. Peers will not hand off or “transit” traffic for
each other. And each peer typically péys for one-half of the
cost of the leased lines necessary to connect its network to the
other.

In the mid-1990s, as differences among ISPs grew—for exam-
ple, in terms of customer base and network infrastructure—
universal peering fell out of favor. 1SPs with more extensive
transmission networks began charging smaller ISPs and some
hosting facilities (e.g., web server farms) for the right to route
traffic over their networks to reach end-users. This arrange-
ment is generally known as transit. [5]

Transit

Transit agreements typically involve a standard monthly inter-
connection fee based upon the line speed a customer requires
plus a traffic-sensitive fee for use of additional capacity. For
these transit fees, the user gets full internet connectivity (see
Figure 7. Band-X Routed IP Pricing).

Few question the economic rationale for the current system of
transit charges—larger networks provide more value. But like
the accounting rate system for switched telephone traffic, it
tends to be self-reinforcing. The larger an IBP’s network, the
more it may be able to dictate access terms for downstream
networks. And the greater a network’s ability to acquire
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potential competitors, the greater the barrier to entry for new-
comers.

In these circumstances, it may not be surprising that U.S. and
European Union regulators have had to step in repeatedly in
the 1990’s to keep the top tier of Internet service providers
competitive: network effects make larger horizontal combina-
tions economically compelling. In addition, the market power
of the largest IBPs may allow them to shift significant facility
costs for cross-border access onto downstream networks—a
matter which is of special concern to non-U.S. ISPs (see Figure
4,  Time to Pay Up? ITU-T Recommendation D.(iii)
International internet Connections).

There is no mistaking the privileged position Tier One IBPs
have within the sector. In mid-2000, for example, when GTE
spun off its Tier One IBP, Genuity, the company explained the
importance of maintaining Genuity’s position this way in its
stock prospectus:

“Any significant loss to market share . . . could cause the loss
of our status as a Tier One Internet backbone provider, which
would make our services significantly less attractive to existing
and potential customers and would likely result in a significant
loss of revenues. In addition, the loss of . . . Tier One [sta-
tus] .. . would adversely affect our ability to maintain our free
private peering relationships with other Tier One [IBPs].
Currently these relationships allow us to have direct, cost-free
exchange of traffic with other Tier One Internet backbone

Figure 5. VoIP Clearinghouse Payment Flows
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training of personnel.

1. Both originators and terminators of traffic pay an initiation fee to the clearinghouse that usually includes a metering
software-licensing fee and a charge for facilitating the initial connection to the clearinghouse, which includes

2. Both originators and terminators provision their own connections to either an IP network designated by the
clearinghouse or to the public Internet. The choice 1s based on quality and cost.

3. Originators pay the advertised rate for termination to the location of their choice. See Figure 6. Clearinghouse Terms
for VoIP Traffic Termination for sample rates.

4. The cleannghouse takes a portion of the rate from an originator. Industry clearing rates differ, and rates between
certain customers of the same clearinghouse differ as well. The range is anywhere from five to 17.5 percent. The
primary element affecting the clearing rate is volume; the more traffic an originator sends to a clearinghouse, the
lower the clearing rate.

5. The clearinghouse then arranges for payment to the terminator for its services. Using an average clearing rate of 11
percent for a three minute call to Russia, here is how the money flows:

a) The originator pays $0.36 for a three minute call to Russia placed through the clearinghouse.
b) The clearinghouse gets the clearing fee of 11 percent or approximately $0.04.

c) The terminator receives $0.32.

Source: TeleGeagraphy research

© TeleGeography, inc. 2000
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providers and allow us to avoid the congestion of public peer-
ing points when directing traffic to users connected to those
other Internet backbones. If we are unable to maintain these
free peering relationships our operating costs will increase and
our results of operations will suffer.”

B. Settlements vs. Transit

There is actually less difference than one might think between
the settlement systems now used for compensating interna-
tional telephone carriers and the compensation systems that
characterize the Internet. They are both generaily based on
the amount of the traffic handed off from one network to
another—measured for the telephone network in minutes; for
‘the Internet in megabytes. And, on both systems, where the
volume of traffic flowing in each direction is more or less in bai-

ance, the effective rate of exchange—whether from peering or
netting settlement payments—is zero.

The difficulties begin when traffic flows are not balanced or
where autonomous systems are unequal in size; consequently,
a clamor for compensation results., Here, the two regimes
diverge significantly:

* On the telephone network where traffic is unbalanced,
the net flow of payments tends to be in the same direction
as the net traffic flow. In other words, on the internation-
al telephone network, the carriers of most calls pay a land-
ing fee to the terminating service provider to deliver their
messages.

* On the Internet, however, especially the World Wide
Web, the net flow of payments, notably for transit, is in

Figure 6. Clearinghouse Terms for VolP Traffic Termination

Sample Terms and Conditions

1. Quality of Service (QoS) - All members connected to clearing-
house are ranked by quality for each termination route. Rankings
are based on such criteria as packet loss, nefwork availability,
24x7 network operations center support, availability of backup
routing and hardware {e.g., second gateway up and running).

2. Sefler’s Obligations — All members must license clearinghouse
metering software and pay one-time joining fee. Terminating
parthers to a clearinghouse must submit to PoP-by-PoP network
audits to certify and regularly authenticate guality rating. All
rankings are published on clearinghouse member web site. n
addition, total bandwidth capacity information will be published
on member web site.

3. Buyer’s Obligations —~ Must license clearinghouse software and
pay one-time joining fee, and submit to credit check (usually a

presentation of audited financials and letter of credit or deposit). -

A deposit of two or three times highest-planned usage is usually
required. Comply with monthly settlement cycle.

4, Clearinghouse’s Obligations — Handles all related settlements,
billing and administration. Guarantees payment to terminating
partners for traffic routed via clearinghouse. No guarantees
either express or implied as to the quality of any given route.

5. Interconnection Options — Members should connect directly to the
clearinghouse’s backbone for optimum quality ranking (although
high-quality indirect connections may aiso merit top ranking).

6. Facilities Needed — All members must provide connection to clear-
inghouse network and provision their own IP gateway. Data col-
lection and metering software also must be installed in members’
network.

Source: Adapted from Concert Global Clearinghouse

7. Liabilities/Damages - Members are liable to any physical damages
they inflict on clearinghouse members’ equipment. Some clear-
inghouses also limit their liability by requiring members to state
that they have Jegal authority to operate in their respective terri-
tories. Additional warranties may apply based on specific con-
tracts between members and the clearinghouse.

8. Dispute Resolution — With metering software deployed on the orig-
inator’s network, the clearinghouse network and the terminator’s
network, there are three points at which traffic is metered, allow-
ing members to double check invoices. Any billing disputes are
handled through the clearinghouse. '

9. Duration — Negotiable. Also, since routing specifications are left
in the contro! of member networks, originators can re-route traf-
fic flexibly and for any reason.

Sample Termination Rates by Route {Sept. 2000)

Cost of transit via clearinghouse includes a one-time joining fee
and cost of connection to the clearinghouse backbone. Call ter-
mination costs are based on 3-minute calls for different service

grades. Prices expressed in US$ and includes a clearing fee:

Australia $0.031
China $0.116
Czech Republic $0.125
India $0.501
Indonesia $0.183
italy $0.039
Korea, Rep. $0.046
Philippines $0.136
Russia $0.118

© TeleGeography, Inc. 2000
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Figure 7. Band-X Routed IP Pricing

Price per Month

Seller 1 Mbps 2 Mbps 4 Mbps 8 Mbps 10 Mbps 45 Mbps 155 Mbps
A $1,105 $1,301 $3,3% $6,792 $8,316 $33,945 n.a.
B $939 $1,879 $3,757 $1514 $8,671 $33,815 81,876
C n.a. $1,662 $3,400 $6,800 $8,309 $31,160 $85,862
D $289 $518 $1,156 $2,312 $2,890 $9,754 $33,598
E $361 $668 $1,734 $3,468 $4,335 $15,022 n.a.
F $361 $7123 $1,445 $2,890 $3,613 $16,257 $55,997
G $578 $7123 $3.179 $6,214 $1,514 $33,960 n.a.
H $723 $1,301 n.a. n.a. n.a. n.a. n.a.

Price per Megabit

A $1,105 $650 $849 $849 $832 $754 n.a.
B $939 $939 $939 $939 $867 $751 $462
c n.a. $831 $850 $850 $831 $692 $554
D $289 $289 $289 $289 $289 $217 $217
E $361 $334 $434 $434 $434 $334 n.a.
F $361 $361 $361 $361 $361 $361 $361
G $578 $361 $795 $m $751 $755 n.a.
H $723 $650 na. na. n.a. na. na.

London PoP and have been converted from UKE to US$.
Source: Band-X Lid., September 2000

Note: Seilers offering transit via Band-X post their rates anonymously and are identified only by letters {e.g., A-H). Rates are fortransit originating at Band-X's

© TeleGeography, Inc. 2000

the opposite direction to the net traffic flow. On the
Internet, smaller ISPs with less traffic (customers) pay
larger ISPs with more traffic (customers) for transit. And
though they have a little upstream traffic, most users pay
the originating ISP a fee to cover the cost of sending large
volumes of web traffic downstream to them.

The international telephone regime tends to promote the flow
of resources from more developed (large traffic) to less devel-
oped (small traffic) networks, in large part because richer
countries make more calls to poorer ones than vice-versa. Yet,
it also tends to subsidize inefficient national monopolies that
send less traffic than they receive. The Internet tends to sup-
port bottom-up, user-driven growth. But current Internet
compensation schemes provide incentives for routing more
and more traffic and resources to the largest and most efficient
service providers, encouraging increasing horizontal concen-
tration of control.

Ill. Compensation Schemes for NextGen Carriers

With the foregoing review of peering and transit relations in
mind, let us turn now to the specific network-to-network com-
pensation schemes which apply when phone calls are routed
via the Internet. First, some definitions. Internet telephony

62

commonly refers to a variety of services based on the termi-
nals used (computer or telephone), the form of long-haul
transmission (IP or other packet protocol), and the location of
the interface or gateway between the Internet and the public
switched telephone network (PSTN) (whether on the phone
company’s premises or the ISP’s). Here, however, we will use
Voice-over-Internet Protocol (VoIPL and Internet teiephony to
refer interchangeably to any voice communications routed
over the Internet or an IP-compatible network for some por-
tion of its transmission, without regard to the end-users’ ter-
minals. In other words, as used here, VoIP is the provision of
voice telephony in packet form over an IP network.

This broad definition seems appropriate because inter-network
compensation and payment flows concern almost all types of
VolP players—small ISPs and big ones, legacy teicos as well as
private network operators—and it is with this issue that we are
primarily concerned.

A. Traffic Clearinghouses

At this writing, VoIP clearinghouses provide the only widely
available option for most ISPs that wish to recoup a portion of
their network costs from other networks for delivering VolP
traffic. [6] Though the details vary, all are based on a similar
model, namely, the provision of a centralized billing mecha-
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Figure 8. WorldCom Costs for Transporting U.S. Long Distance Voice and Data Traffic
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nism for originating VoIP providers and secured payment for
terminating ISPs (see Figure 5. VolIP Clearinghouse Payment
Fiows). In so doing, the clearinghouse provides the bridge—
often physical as well as financial—between one VoIP provider
and another. By working through a clearinghouse, an ISP can
obtain compensation for terminating VolP calls to its cus-
tomers without negotiating an interconnection agreement with
the hundreds of widely dispersed ISPs in other countries whose
customers may originate such calls. As a facilitator, clearing-
houses generally are provider-independent. This can be par-
ticularly important for those houses which provide multiple
termination options by route. Independence also is desirable
to ensure impartial monitoring of the quality of each partici-
pating ISP; members must be afforded the ability to switch ter-
minating partners on a non-discriminatory basis if they are not
satisfied with their current termination options.

What about the finances? Clearinghouses typically charge a
per-call “ciearing fee” or commission of five to 15 percent per
call, which is usually paid by the originating provider based on
the termination price of the call. Clearinghouse participants
set their own termination rates. These rates typically include
the cost of a PSTN interconnection (i.e., the last-mile cost),
but typicaily exclude an international PSTN settlement charge
because the traffic is routed across borders via IP networks. To
boost margins, however, rates posted at a clearinghouse may
only be 20 to 30 percent below the prevailing international
settiement rate. A VolP provider’s net revenue will depend on
the total number of minutes it handles by route muitiplied by

the termination rate, minus its costs and minus the termina-
tion payments it makes to other clearinghouse members.

B. Transit Services

In contrast to clearinghouses where network compensation
typically flows in both directions, that is, to the sending and
receiving 1SPs and carriers, transit payments are by definition
one-way—from the customer to the vendor. And while VoIP
clearinghouses offer originating and terminating networks a
defined split of the revenue associated with each call or ses-
sion, the actual per call cost of paid transit is embedded in the
overall charge.

Few, if any, ISPs buy or sell transit to support VolP services
alone. Transit is a generic, service-independent offering. Yet,
that does not make a comparison of clearinghouse and transit
economics “apples” and “oranges.” On the contrary, it is pre-
cisely because ISP transit charges cover “apples” (VolP) and
oranges, grapefruits, kiwis, etc. (XolP) traffic that it is worth-
while trying to break out that portion of the transit charge
which might be reasonably assigned to VoIP traffic. Transit
rates for VolP, however, reflect end-to-end delivery on an IP
network, excluding the last mile. In contrast, as noted above,
clearinghouse rates typically reflect the last-mile access costs
of PSTN termination.

Transit charges are typically billed monthly based upon the
size of the daily traffic stream which is regularly delivered for
transit. The price may vary significantly based upon location
of the network connection point(s), length of the contract, the
transit capacity desired, and the agreed level of network per-
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Figure 9. The Missing Link: IP Billing Systems

At an operational level, the challenge of inter-network compensation
is less about money than software—installing the right applications
on network devices so that any user’s traffic, whether a corporate
customer or another network operator, can accurately be metered,
profiled, and billed in real time.

Without this type of IP business software, inter-network payments
may never progress beyond the rough justice which now exists with
peering and transit. Likewise, absent new software, 1SPs will have lit-
tle ability to move from flat-rate to service-specific prices for VolP
and other vaiue-added products.

The core of any IP traffic billing system is a mechanism for gathering
customer usage data. The second critical element involves mediation
software that processes the data and converts it into a billable
record. Today’s IP billing systems generally can be distinguished by
their approach to these tasks.

Most of the current billing vendors—leaders include Amdocs Ltd.,
Belle Systems A/S, Convergys Corporation, Kenan (a Lucent sub-
sidiary), Portal Software, Savera Systems, and XACCT Technologies—
typically create billing records based upon log files generated by net-
work routers, gateways, and application servers, or by using software
probes {for example, generated by RMON [ReMOte Network) diag-
nostic tools) to profile IP traffic streams. Cisco’s NetFlow software
can provide similar information based upon an analysis of incoming
packets received by a router but cannot identify the particuiar appli-
cations involved. These data collection techniques are used to com-
pile session-specific information for a usett The resulting billing
records are similar to the call detail records {CDRs) generated by
telco switches—records which also can provide the basis for carrier-
to-carrier settiements in the telephone world.

An even more sophisticated set. of infernet monitoring and billing
tools has been developed by NARUS, Inc. (www.narus.com). The

NARUS technology, known as Semantic Traffic Analysis (STA), enables
a service provider to detect and analyze all of its IP data streams in
real time without mining log files or using RMON probes. STA relies
upon network appliances with proprietary software which are con-
nected at key locations in the service provider’s network. The soft-
ware is able to extract packet header and payload information from
each packet, and thus can reconstruct any user’s sessions in real
time. Neediess to say, the granularity of this data provides the basis
for extraordinarily detailed traffic analysis and billing options.
NARUS markets these applications separately through its iP Billing
Mediation and ﬁltelligence product lines.

The application of new IP billing technologies is likely to be enhanced
in the next few years by the work of the Internet Protocol Detail
Records (IPDR) group, a cross-industry forum, founded by Dr. Jerry
Lucas. It aims to standardize the format for exchanging usage infor-
mation on [P networks. In June 2000, the group published its first
technical specification. It proposes rules for ordering the relationship
between the IP network devices which generate usage data and the
business support systems (BSS), such as billing and fraud detection
software, which must work with this data. The new specification also
refies upon XML (Xtensible Markup Language) to define several sam-
ple records for billing VolP, streaming video, and e-commerce ser-
vices. The specification is available from www.ipdr.org.

For Lucas, standardized IPDRs have become a quest. The big busi-
ness event of the 21st century, says Lucas, will come when “two car-
riers use IPDR for inter-carrier clearing [and] financial settlements.”
That may take time. “The toughest nut to crack in the billing indus-
try is moving billing to center stage in carrier CEQ thinking,” adds
Lucas. However, every ISP's future is at stake: “The corporate
marching order has to be ‘We can’t beat the competition without
IPDR.””

© TeleGeography, inc. 2000

formance, which is typically written into a Service Level
Agreement (SLA).

For transit originating in the U.S., typical flat rate charges in
mid-2000 for a 45 Mbps connection were $13,000 to
$23,000 per month, depending upon the average throughput.
Prices offered by non-U.S. IBPs vary significantly. One public
benchmark for transit pricing is Telstra Big Pond Direct Internet
Access (see telstra.com.au/bigpond/direct/pricinga2.htm). As
of October 2000, Australian transit pricing for a 512 Kbps
connection was A$8,400 for less than 40 percent utilization
and A$0.29 per megabyte received thereafter.

The great majority of ISPs (and large corporate users) still pur-
chase upstream transit services directly from Tier One or Two
backbone providers. However, comparison shopping can be
quite difficult as IBPs typically require users to keep the terms
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confidential; after all, IBPs do not consider themselves “com-
mon carriers” and have no obligation to publicly tariff their
services. They also may price discriminate, subject only to
general competition laws. Also, because the access points for
competing IBPs may be geographically disparate, any cus-
tomer wishing to shift its business to a new provider may face
significant transaction costs.

For these and other reasons, London-based bandwidth
exchange Band-X launched an Internet transit exchange in
1999. [7] The Band-X routed service consists of a PoP
through which downstream networks can gain access to tran-
sit routes offered by various sellers. Similar to the clearing-
house for voice minutes, Band-X routed allows buyers to select
between multiple anonymous sellers, allowing quality and
price to be their guide. (For a detailed discussion of Band-X’s
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IP routed service, please see the case study in the “Primer on
Bandwidth Exchanges” in this report.)

Band-X believes that its exchange-based transit contracts
enable ISPs to provision incrementally, thus permitting shorter
lead time for handling new customers or services, and also
reducing the inventory cost of holding bandwidth on reserve.
Band-X also maintains that the build-out of transit exchange
globally will give many regional I1SPs the ability to provide
global connectivity without necessarily transiting U.S. back-
bones.

With this overview of transit in mind, let us once again try to
“follow the money” for VoIP service. As noted, many ISPs
carry VolP traffic outside the clearinghouse system by simply
bundling it with other IP traffic streams for onward delivery via
their standard transit contracts. The cost per call can be
astonishingly low.

For instance, according to Philip Mutooni, a product manager
with iBasis, a reasonable working assumption is that a 1Mbps
transit service purchased from a Tier One IBP could handle an
average of 100 to 150 Internet telephone calls per minute,
assuming roughly 10 Kbps is allocated per call and standard
encoding schemes are used. From the previous discussion, we
know that a mid-range estimate for 1Mbps transit is $500 per
month. Thus, taking the low end of Mutooni’s assumption, for
$500 a month an ISP could theoretically transit 100 VolP cails
a minute 24 hours a day, making the average cost per call less
than $0.00001 per minute (although actual costs would be
higher because the network would not be fully utilized all
month long). [8] It is numbers like these that may help to
explain why the stock market has recently marked down the
value of legacy long distance carriers so sharply (recall Figure

1).

Two final points about transit and network-to-network com-
pensation. Though the cost of transiting a few thousand min-
utes of VolIP traffic may be financially trivial, overall transit
costs can still be significant for downstream ISPs, as are the in-
payments, of course, for the upstream IBPs. Further, it may
be misleading to classify all downstream (or upstream) ISPs
alike.

Mid-tier ISPs may buy upstream global connectivity from a
Tier One player but, in turn, offer value-added services (e.g.,
web hosting and caching) to smaller regional players, employ-
ing their upstream capacity to provide connectivity to their
downstream customers: Many off-shore ISPs find themselves
in this position, for example, offering in-region transit, termi-
nation and colocation services to “foreign” ISPs or web con-
tent providers, while simultaneously buying transit from Tier
One backbones. On closer look, therefore, the flow of money
associated with transit services may not be as black and white
as is commonly supposed.

C. Does Inter-Network Compensation Really Matter?
Let’s step back and take stock. We began by pointing to the
economic threat the Internet poses to large international oper-
ators, as switched traffic bypasses the settlement system, and
then looked at the limited opportunities for alternative net-
work-to-network payments for international VolP operators.
The result: as with other Internet services, most global VolP
players must rely primarily on end-user charges to cover their
costs. To which many readers may say: “We know that. But
so what?”

Have we got the premise wrong? That is, do ISPs really need
a new network-to-network compensation model to accommo-
date large volumes of VoIP and new “value-added” Internet
services? Or will current arrangements and, in particular, end-
user charges plus paid transit suffice?

There are several outstanding issues to resolve before we can
answer these questions. To be equitable, network settlements
should be cost-based. But costs are a moving target. Core
transmission and switching costs for many ISPs are falling by
perhaps 30 to 50 percent a year (as they are for long-haul
telephone operators) and are now only a small percentage of
end-to-end costs. [9] Selling, General, & Administrative
(SG&A) costs plus last-mile (local access) expenses are now
the key to competitive success for long-haul data and voice
networks alike, and ISPs should not expect settlements to
cover most of that (see Figure 8, WorldCom Costs for
Transporting U.S. Long Distance Voice and Data Traffic).

Settlements are impractical, say the skeptics. Why? There is
no agreed way to allocate most ISPs’ incremental (or even
fixed) costs to VolP and other specific services. Contrast the
extensive costing models developed for telephone services
(see “The New Calculus: A Primer on Interconnection
Accounting” in this report). Moreover, Internet services are
too fluid, as is the quality—another measurement probiem. In
any case, the transaction costs for implementing a defensible
cost model would likely outweigh the benefits. If 1ISPs think
they have a “free rider” problem with other networks, they
should find an engineering fix and, if they can’t, they shouid
get their end-users to pick up the tab or limit the access of any
“resource hogs.”

This argument has a second variant: settlement schemes are
premature because we don't have the right tools yet. There
are but a few software packages available for metering and
billing service-specific IP streams. ISPs are testing different
vendors but, as yet, there is no agreement on the key compo-
nents which would make industry-wide settlements (e.g., call
data records for VoIP) viable (see Figure 9. The Missing Link:
IP Billing Systems).

And, even assuming common billing records are agreed, the
industry will also need a standard protocol for an ISP in one
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Figure 10. Network Choke Points: Telcos vs. IP Backbone Providers

Source Incumbent International Operations

Tier One internet Backbone Providers

Transmission
Facilities

Incumbent typically owns only submarine cable landing
stations and available backhaul to domestic’network; it
also may own cable capacity on preferential terms.

Unrivaled customer base makes top 4 or 5§ Internet
Backbone Providers (IBPs) essential facility for
downstream service providers. Position of IBPs may be
enhanced through bundled offering of international
private line {IPL) facilities for access by “off-shore”
customers.

Interconnection
and conditions for competitors.

Mandated by laws to ensure non-discriminatory terms

Unregulated. Favorable terms for “peer” networks;
others must pay transit charges. Private peering
arrangements typically provide better Quality of Service
{QoS) than public exchange points.

Traffic Management

may not be resold to competitors.

Enhanced services require access to intelligent network
{e.g.. network databases, service control points) and

Top IBPs may use network reach to set de facto QoS
and billing standards. Traffic filtering/metering for
QoS/billing as well as caching technologies could be
used to favor affiliated media sites.

Numbering

Control of telephone numbering plans {e.g., for mobile
phone numbers) and historical lack of local number
portability has enhanced incumbent’s position.

Scarcity of IP addresses and limited portability of
addresses may “lock in” major customers and reduce
competition.

Source: TeleGeography research
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part of the world to swap the records with its counterpart in
another region to ensure timely payment. That is why clear-
inghouses all require their users to sign onto a standard billing
package; large equipment vendors that are developing QoS
software for installation on corresponding networks do the
same. Once these products prove themselves, the argument
goes, new payment models may be feasible.

The market is working, the argument continues. [P phone traf-
fic is growing rapidly. To date, ISPs have afforded the circuits
and routers for VolP and other much more bandwidth-inten-
sive services (e.g., Napster for swapping MP3 audio files).
VolP players have raised large sums in the equity markets,
with players such as iBasis, [TXC and Net2Phone going public
in 1999. In addition, with large cash infusions from legacy
players, such as AT&T, it appears the VoIP market will contin-
ue to grow, whether a network-to-network compensation
scheme is hammered out in the immediate future or not.

So, do the skeptics have the better of this argument? Or will
network-to-network compensation schemes be an integral
part of tomorrow’s Internet?

Let’s start with the “falling costs” argument. The cost of band-
width and routers is declining, to be sure, but ISP expenses
may still be rising, largely because the Net is getting more
bandwidth-intensive per customer. [10] The pace of equip-
ment and transmission cost declines, in other words, may not
be keeping pace with increases in end-user demand. If this is
the case, the cost issue is real and one felt most keenly by
overseas ISPs in Asia where the bandwidth market is less com-
petitive. Moreover, non-U.S. ISPs typically must pay the full
cost of the links that connect them to the U.S. backbone even
though, once provisioned, the links are used in both directions
(recall Figure 4).
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And cost concerns are not limited to “off-shore” ISPs. It is no
secret that profits in the ISP business are scarce: very few ISPs
(apart from AOL) operate in the “black” and all the major
VolP companies operate at significant losses. So too, appar-
ently, do the Net’s main backbones. In June 2000, John
Sidgmore, WorldCom’s CEO, told the SuperComm trade show
in Atlanta that despite 1999 revenues of $34 billion (exclud-
ing the company’s Brazilian carrier, Embratel) with $11 billion
of that from its data and Internet divisions, WorldCom’s data
networking business was still not profitable on a stand-alone
basis. [11] '

Genuity’s 2000 stock prospectus, which offered perhaps the
most detailed financial information yet on the backbone indus-
try, told a similar story. Internet access and transport provi-
sions accounted for more than $600 million, or close to 90
percent of Genuity’s total revenue in 1999. However, operat-
ing expenses exceeded $1.35 billion. Hence, if Tier One IBPs,
such as WorldCom and Genuity, cannot break even under the
current scheme—and these players receive the lion’s share of
transit payments—no wonder the downstream players are
hurting.

On to the last argument: billing tools. This is something of a
chicken-and-egg situation. Without much wider agreement on
the importance of inter-network compensation, metering and
billing may seem like a wasted effort. But without these tools,
no network-to-network compensation scheme is practical. The
tools are coming if only because networks need to better man-
age their own customers’ demands (e.g., to deter bandwidth
“hogs™). And, once ISPs deploy the software needed to more
accurately profile and bill for the network load that each cus-
tomer imposes, doing the same for other networks—in effect,
large customers—is likely to follow.
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Some fear that the tools necessary for real time monitoring of
network workloads could lead to new choke points on the Net
(see Figure 10. Network Choke Points: Telcos vs. IP Backbone
Providers). It is said, for example, that larger networks could
use new metering and traffic management software to enhance
rather than to reduce their market power. On the other hand,
if such tools are made widely available (e.g., from independent
third-party suppliers), they may well allow any ISP to make a
much better assessment of the costs and benefits of intercon-
nection. Indeed, traffic monitoring and billing tools could be
the Internet’s best hope for building a sustainable provisioning
model when telephone bit streams are but a smaller and
smaller part of the overall data flow.

One final point: market failures can be hard to detect, like
errors of omission, especially if the main impact is far away
(e.g., in poor countries where backbone costs are still a barri-
er to entry). Likewise, when capital is plentiful and someone
else is paying for the corporate overheads, the “it isn’t broke”
argument only goes so far; wait for the next market down
draft. The major IBPs are ali losing money, and the market cap
of most long distance telecom providers is at a three-year low
{again see Figure 1).

But the real problem with the “it isn’t broke” argument is that
it tends to ignore what has made the Internet so valuable to
date—its ubiquity and open, end-to-end access for new ser-
vices. Absent some new approaches to network cost-sharing,
there are likely to be at least three consequences: (1) a more
limited and slower regional build-out of the Net; (2) less com-
petitive markets; and (3) the increasing rise of private
intranets—gated communities—with higher interconnect fees
and QoS for mission-critical corporate, e-commerce and, yes,

Notes:
[1]1 See, e.g., Gregory C. Staple, “A Primer on Intemnational Simple
Resale,” TeleGeography 1996/67.

[2] Some incumbent operators—notably AT&T Jens in Asia—have
sought to steal a match on the competition by providing VoIP service
first. This is happening even in developing countries. For example, in
June 2000, the Telephone Organization of Thailand (TOT) won regula-
tory approval for a new VoIP service.

[3] The absence of analogous payment schemes is due, in part, to the
absence of direct connection or privity between most of the originating
and terminating networks which comprise the public Internet. It also
stems from the Internet’s U.S.-centric origins (which generally gave U.S.
ISPs the upper hand in setting connection terms}, and the asymmetric
nature of much Internet traffic (e.g., to and from web sites}. For a ful
history of the Net’s financial architecture, see the Internet primer Hubs
and Spokes: A TeleGeography Internet Reader (TeleGeography, Inc.,
2000).

entertainment services, while the public Internet—the global
commons—becomes poorer, more congested and unreliable.
[12] Indeed, a two-tier Internet already exists in many
respects. That may not be all bad. Not everyone wants or
wishes to pay for a telephone system QoS, and private
intranets (corporate firewalls) can co-exist with the public
Internet. But we should be under no illusions regarding the
direction in which our legacy compensation schemes for IP
traffic are taking us, or the consequences for the public
Internet.

And if you are not persuaded by principle alone, consider the
bottom line. The investors who continue to sell off Internet
backbone and long distance telco stocks alike may just have a
message for the industry: show us a sustainable business
model for hauling long distance IP traffic—whether based on
inter-network payments or otherwise—or we will continue to
put our money elsewhere. @=@

This essay was written by Gregory C. Staple, the founder of
TeleGeography, inc. Mr. Staple is currentfy an editorial advi-
sor to TeleGeography and a partner in the Washington, D.C.,
faw firm of Vinson & Eikins L.L.P The author serves as U.S.
regulatory counsel to Telstra Corporation Ltd. and certain
other international telecommunication service providers; how-
ever, the views expressed here are his own. The author grate-
fully acknowledges the assistance of Trista Schroeder in
preparing this work. Mr. Staple may be reached by email at
gstaple@velaw.com.

[4] Some entrepreneurs have reportedly taken this to extraordinary
lengths by, for example, installing tens of rack-mounted mobile phones
to provide domestic PSTN access for international telephone services.
Even in developing countries, the mobile service market usually is com-
petitive, and mobile operators may be only too happy to provide addi-
tional phones, provided the user pays the connection charge. That
allows a business customer to mix in its inbound international traffic
with the mobile operator’s other traffic stream for PSTN interconnec-
tion, thus reducing its visibility to the incumbent operator. Also, the
mobile operator generally does not have an international service and,
hence, has no interest in protecting existing settlement revenue.

[5] The evolution of peering and transit relationships is reviewed at
greater length in M. Kende, “The Digital Handshake: Connecting
internet Backbones,” OPP Working Paper No. 32, Office of Plans and
Policy, FCC (September 2000) available at www.fcc.gov/opp/work-
ingp.html. See also the discussion of peering terms in The Internet’s

continued on next page
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Notes (continued):
Coming of Age, National Research Council (October 2000) available at
books.nap.edu/catalog/9823.html.

[6] Though clearinghouses are important so far as internetwork com-
pensation is concerned, they play a much smailer role in terms of the
international VolP market as a whole, accounting for approximately 15
percent of global VoIP traffic. The bulk of such traffic is now handied
by wholesale VolP carriers such as ITXC, iBasis, and deitathree.com,
which may also share a portion of their revenues with ISP affiliates that
terminate traffic in countries where the whoilesale carrier lacks a pres-
ence. In 1998, when AT&T and BT first announced the Concert joint
venture, which would pool their international networks and migrate
traffic onto a new IP-based global backbone, it was speculated that this
novel venture would pioneer new correspondent agreements and set-
tlement schemes for the carriers which have international operating
agreements with BT and AT&T. For example, it was suggested that
Concert might offer existing BT correspondents a common U.K.-U.S.
termination rate or a set of regional rates based on the cost of trans-
mitting traffic via Concert’s IP cloud.

[7] Full disclosure: TeleGeography, Inc. became an independent sub-
sidiary of Band-X Ltd. in September 2000.

[8] Calculated as follows: $500/(60 minutes x 24 hours/day x 30
days/month x 100 calls/minute).
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[91 An instructive and up-to-date review of the price-performance
improvements in network switching and transmission facilities can be
found in a September 2000 industry study co-authored by McKinsey &
Company and J.P. Morgan: “Backbone! How Changes in Technology and
the Rise of IP Threaten to Disrupt the Long-Haul Telecom Services
Industry.”

[10] See K.C. Coffman and A.M. Odlyzko, “Internet Growth: Is There
a ‘Moore’s Law’ for Data Traffic?” Preliminary version, July 11, 2000,
available at www.research.att.com/~amo/doc/networks.html.

[11] WorldCom’s pubilic reports do not break out profitability by mar-
ket segments, however. For example, the company’s Securities and
Exchange Commission (SEC) Form 10Q for April-June, 2000, states:
“Communication services are generally provided utilizing the
Company’s network facilities, which do not make a distinction between
the types of services. As a resuit, the Company does not allocate line
costs or assets by segment.”

[12] See, e.g., Jonathan Angel, “Toll Lanes on the Information
Superhighway,” Network Magazine, February 2000, available at
www.networkmagazine.com.
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MANSs: The Golden Mile

What is a MAN?

Fundamentally, Metropolitan Area Network (MAN) is just a
fancy term for an intracity communications system. A MAN
connects the major communications nodes of a city, inciud-
ing Central Office switches, telehouses, Internet exchange
points, and corporate business centers. in the overall net-
work hierarchy, MANs lie between the long-haul and access
networks (see Figure 1. No MAN is an Island).

In the past decade, a shortage of MAN bandwidth emerged
as network build-out near the edge did not keep up with the
supply boom on long-haul networks. To make things worse,
demand from end-users—both for international and
intracity connections—has increased at an astounding rate.

This shortage has sparked a MAN building boom—first in
the U.S. and then in Europe. Asia has not been too far
behind, with new networks laid in Hong Kong, Tokyo,

Sydney, and other places. In most international business
cities, at least three (and often more) networks are being
constructed, creating a unprecedented capacity infrastruc-
ture filled with many hundreds of fiber pairs.

To the uninitiated, MAN deployment may seem simple
because the distances involved are insignificant in compari-
son to crossing an ocean or sending radio signals into outer
space. As many have discovered, however, building a MAN
is very complex. In this article we present the MAN as both
an element of an international communications system and
a network of its own.

Who Needs a MAN?

Even though MANs have never been isolated networks, it
makes even less sense today to see them as discrete centers
of demand. On the one hand, major bandwidth consumers
need seamless links between their city nodal points in the

Figure 1. No MAN is an island
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From a network topology perspective, MANs are networks that
connect access networks and long-haul networks. Most MANSs are

" designed as a ring, although larger MANs may be shaped as a
series of rings within rings.

From a geographical perspective, what constitutes a metropolitan
area is less clear In the U.S., some sprawling metropolitan areas
wouid be considered regions elsewhere. At the same time, there
are regions such as the Randstad in the Netherlands, which are

Source: TeleGeography research

characterized by some builders (such as MFN) as a single con-
tiguous market, if not exactly a metropolis. The Randstad region,
one of Europe’s most important concentrations of commercial
activity, includes Amsterdam, the burgeoning business parks
around Schiphol Airport, Hilversum, Utrecht, The Hague, and
Rotterdam. Other equally Important conurbations include
Dusseldorf, Dortmund, Essen, and Cologne in Germany, and the
area inside the M25 ring road around London.

© TeleGeography, Inc. 2000
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metropolitan area and the global network. On the other, the
MAN is increasingly an extension of many corporate net-
works as those companies store and retrieve information
from sites located on metropolitan area networks, rather
than private ones.

MANSs have been built and operated by incumbent opera-
tors, municipal authorities, local entrepreneurs, and global
super-carriers alike, For many international carriers, the
main justification for building MANs has been that they
could not get the high capacity they needed any other way.
Until last year, incumbent telcos in some cities did not offer
capacity above 2 Mbps, and many telcos still do not offer
any capacity above 155 Mbps. When long distance net-
works are running at 10 Gbps or more, that simply isn’t
enough. Moreover, some incumbents still take up to six
months to deliver very high-speed lines in the metro area.
Even for lithe new carriers, getting bandwidth to buyers can
take a long time.

As a result, the desire to achieve point-to-point “bandwidth
on demand” capabilities has driven the creation of “virtual
pooling points” to speed up provisioning. A virtual pooling
point is not a single telehouse or colocation site, but rather
all the important, yet disparate, nodes in a metro area
strung together in a single addressable system. The collec-
tion of nodes represents all the major sources and destina-
tions of traffic within a city; for many international players,
the construction of this type of MAN is the main objective.

Optical Technology and the MAN

In long-haul networks, “fiber exhaust” was solved using
dense wavelength division multiplexing (DWDM) equip-
ment. Before DWDM, a fiber pair could carry a maximum
of four channels of traffic on four different light frequencies
at up to 2.5 Gbps each—a total of 10 Gbps. DWDM
enables carefully tuned lasers to deliver 40 or more closely
spaced light signals {often called “wavelengths” or “lamb-
das”) per fiber pair. Typical current DWDM configurations
include 40 x 2.5 Gbps; 80 x 2.5 Gbps; 32 x 10 Gbps; and,
96 x 10 Gbps. The commercial state of the art is 960 Gbps
per fiber pair though much higher figures have been
achieved in laboratories.

Could DWDM be used in metro networks as well? Although
almost all metro networks are based entirely on optical fiber,
important differences between metro and long-haul net-
works make metro DWDM solutions problematic.

First, a high degree of uniformity exists in the long-haul net-
work. This is not the case in the metro space. Because
metro networks are much closer to the ultimate end user,
they must carry a wide mix of lower speed channels, includ-
ing voice channels at every node. These include dedicated
private lines (64 Kbps to 622 Mbps), voice circuits (64
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Kbps), ISDN circuits (64 Kbps to 2 Mbps), packetized frame
relay and cell-based ATM traffic, transparent LAN (Ethernet)
service, and private SONET rings. In long-haul networks, in
contrast, traffic has already been converted to identical high
speed channels.

Second, DWDM equipment is very expensive and inefficient
for short distance links. To start, an optical network using
DWDM requires lasers that cost four to five times as much
as those on non-DWDM systems. DWDM equipment also
consumes a large amount of space and power—two com-
modities that are becoming a critical constraint in many
cities. One recent estimate suggested that it would cost a
long-haul carrier $100,000 per annum to house DWDM
equipment in a single metro site. And finally, unlike long-
haul networks, metro networks tend to have many nodes
because they must add and drop off traffic at many points
along the network. Until optical multiplexing equipment
matures, each add-drop node in the metro network needs
to also provision space for optoelectronic conversion equip-
ment that compensates for signal losses created by present-
ly deployed technology—an expensive proposition indeed.
Optical add/drop multiplexers and wave filters may help
address these problems in time.

One intermediate solution is to use dark fiber with fewer
channels of WDM traffic on it (four instead of forty channels
of DWDM) and lease more dark fiber when the need arises.
With suppliers like Metromedia Fiber Networks (MFN)
deploying on average 864 fibers per cable in U.S. cities and
432 in European ones, this approach is a- viable option.
However, metro network design will continue to be difficult
in cities where fiber is abundant in some areas but scarce in
others. Ultimately, the choice between WDM and DWDM
options is determined in part by the scale of demand. If sig-
nificant demand is expected, the benefits of investing in
expensive DWDM equipment may outweigh the costs of
incrementally adding more fibers, terminals, and regenera-
tors in a less expensive WDM option.

Designing the MAN

Further complicating MAN deployment is the issue of archi-
tectural standard. Traditionally, most MANs have been
designed using either SONET (Synchronous Optical
NETwork) or its close cousin SDH (Synchronous Digital
Hierarchy). SONET and SDH are self-healing network archi-
tectures that prevent interruption in service by rerouting
traffic almost instantaneously in the event of a fiber cut. A
ring topology, however, requires provisioning for the maxi-
mum bandwidth required in the network on every segment
irrespective of the actual load on the segment. Furthermore,
half of the network remains idle for restoration purposes.
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Figure 2. Metromedia Fiber Network—London Area Map
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The ring topology was originally developed for fixed-band-
width, circuit-switched traffic—that is, voice, rather than
data traffic. Given the “hub and spoke” nature of data traf-
fic flows, however, many have written off SONET rings in
favor of “mesh” networks, which are better suited for point-
to-multipoint data traffic flows. But SONET and SDH are far
from dead; the next generation of Ethernet standards has
incorporated many of their features. (The 10 GigE alliance,
which is developing 10 Gbps Ethernet, has created two ver-
sions of the standard—one for LANs and one for WANs. The
first commercial products to use these standards should be
available by the end of 2000.) The wide acceptance that
SONET currently enjoys suggests a network evolution with a
gradual transition from SONET rings to meshed networks.

Different solutions also exist in the type of fiber most suited
for the metro space. This year Corning launched a new fiber
called MetroCor, which uses less expensive transmission
lasers and has the mind-boggling characteristic of dispersion
that actually improves with distance—that is, the pulses of
light become narrower. Hence, regenerators are unnecessary
in 400 km-long network segments—a key design objective
for MAN builders. Lucent, on the other hand, has pioneered

AccuRibbon fiber, which packs up to 864 fibers in a single
narrow cable that can also be mass-spliced at node points—
a significant cost savings for metro builders squeezing large
fiber counts in narrow underground ducts.

Underground Regulation and the MAN

In addition to technology choices, market regulation is
another complex issue facing MAN deployment. In principle,
markets are open in Western Europe, the U.S., and many
Asian countries. MAN entrepreneurs ought to be able to
power up the bulldozers and move right in. In practice,
though, it’s far from simple.

The regulatory environment for constructing MANs varies
widely from one city to another, especially rules for digging
the streets. According to companies such as MFN, building
in cities is “an order of magnitude” more complicated than
building intercity networks, largely because of rights of way
issues. For example, MFN had to negotiate with over 50
rights-of-way (ROW) owners to build their MAN in New
York.

In some cities, municipal monopolies have been created to
avoid the continuous disruption of torn-up streets. Service
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Figure 3. Pan-European MAN Deployment
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In 1995, only fwo Metropolitan Area Network
builders existed in Western Europe. Today, as
many as six different builders compete for the
same customers in a number of cities across this
region. Many of these players have also built or
bought capacity on intercity rings to interconnect
their MANs.

The figure to the left illustrates the target cities of
nine pan-European metro builders {metro
builders which are building MANs in more than
one country in Western Europe). These builders
are: Carrier 1, COLT Telecom, Global Crossing,
Global Metro Networks, GTS, Level 3,
Metromedia Fiber Network, and Viatel.

.Budapest

The figure does not include those metro networks
being constructed by local municipalities or city-
carriers, such as NetCologne (Cologne],
MetrowWeb {Milan}, and Completel {Paris}.

Source: TeleGeography research, company reports

Note: MAN count to December 2000.
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providers seeking to build MANs in these cities must then
lease dark fiber or ducts built by the monopolies. These
municipal bodies include StokAB in Stockholm and Sippera,
which holds a franchise in the Parisian business district of La
Defense.

Elsewhere, regulations restrict when and how a company
may dig. Tokyo utilities, for example, may only dig the
streets for a few weeks in each year. In other cases, the local
authorities may require providers to share ducts, or at least
to harmonize digs, as is general practice in several Italian
cities. In some French cities, close relationships exist
between the local city authority and ducts owners, making
it difficult for third parties to get permission to dig.

At the other extreme almost no restrictions exists in cities
such as London. Licensed telecommunications carriers have
the right under “Code Powers” to dig up the streets wher-
ever and as often as they like.

Recently, the European Commission has stepped in to bring
order to the inconsistent street digging laws in Europe. In its
1999 Policy Review on telecommunications rules, the
European Commission referred specifically to rights-of-way
and said that changes might be made if builders were
unfairly obstructed. “There is some evidence to suggest that
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the current rules are not providing new entrants with ade-
quate and timely access to rights of way,” it:said. A recent
ruling suggested that incumbent telcos must make spare
ducts available to third parties. Later, in August 2000, the
European Commission announced that it had begun pro-
ceedings against Luxembourg because the local city author-
ity had refused Coditel, a Belgian telecommunications
provider, the right to lay fiber in the city. The case is still
pending at this writing,

Where are the MANs?

As in the long-haul market, MAN builders follow the money.
The first cities to attract competitive build-out in the early
1990s were international financial centers, especially New
York, London, Chicago, Paris, and Frankfurt, where as many
as nine separately owned fiber cable infrastructures are now
in the ground. Other global business and financial cities
soon followed {see Figure 3. Pan-European MAN
Deployment).

So invariable is this approach to selecting MAN deploy-
ments that market entrants have divided the world’s cities
informally into a series of tiers, and strategists tend to taik
about “first-tier,” “second-tier,” and “third-tier” cities. Most
business strategists identify about 30 to 40 cities among
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Figure 4. Where are the First-Tier Cities?

One of the most systematic attempts to classify and rank major
cities has been made at Lougborough University, home of the
Globalization and World Cities Study Group and Network {GaWC—
see www.lboro.ac.uk/departments/gy/research/gawc/rb/rb5.htmi).

Researchers at GaWC developed a methodology that ranks major
world cities into four groups, each of which contains several sub-
groups. The first three groups appear herein.

The GaWC ranking is based not on population but on the city’s per-
ceived significance in the global economic system. The theory
argues that world cities are most easily identified by the relative
availability of “advanced producer services,” four categories of
which are used in the GaWC schema: accounting, advertising, bank-
ing, and law. GaWC aggregated -and scored public information on
the concentration of firms in these areas to create its ranking,

Like any other theoretical scheme, the GaWC top cities ranking does
not correspond precisely to the MAN builder target cities list.
Although a shared industry perception that a city is first’ or ‘sec~
ond’ tier may factor into a decision to build a MAN, other factors
are important. These inciude its geographic location relative to the
rest of the network and to other telecommunications traffic sources,
the local regulatory situation, and a whole range of market data,
such as household Internet penetration. Hence, some European
cities that don't appear on the GaWC listing are, nevertheless,
extensively cabled or connected because they happen to sit

between other major cities, or because the local regulatory envi-
ronment is favorable, or both. Examples include Stuttgart in
Germany and Strasbourg in France, Others such as Warsaw, which
is on the GaWC ranking, remain relatively untouched by MAN fever.

The World According te the GaWGC
Alpha World Cities: Beta World Cities: Gamma World Gities
London San Francisco (Europe only):
Paris Sydney Amsterdam
New York Toronto Barcelona
Tokyo Ziirich Berlin
Chicago Brussels Budapest
Frankfurt Madrnd Copenhagen
Hong Kong Mexico City Diisseldorf
Los Angeles Sdo Paolo Geneva
Milan Moscow Hamburg
Singapore Munich
Prague
Rome
Stockholm
Warsaw
Source: Globalization and World Cities Studies Group
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the first-tier, with up to several hundred worldwide in the
second-tier, and many hundreds of towns and cities in the
third (see Figure 4. Where are the First-Tier Cities?).

First-tier cities are the biggest sources of and destinations
for traffic. Some estimates suggest, for example, that well
over 60 percent of pan-European traffic is routed via four
major cities: London, Frankfurt, Paris, and Amsterdam.
Similarly in the U.S., estimates suggest that over 80 percent
of data traffic terminates in 25 first-tier cities. Powerful con-
centrations around one city also exist. Though statistics are
sparse, some network analysts believe that well over one-
quarter of corporate network traffic in France originates in
Paris and as much as a half of Greek traffic comes from
Athens. In other countries, especially Germany, and to a
lesser degree ltaly, traffic is much more widely distributed
because commercial activity is more widely dispersed.

Moreover, these first-tier cities tend to attract and generate
even more traffic over time. In a liberalized market where
cities compete for traffic, those that already have strong
competitive infrastructures tend to win a significant share of
new traffic. This, in turn, attracts communications-intensive

companies to locate near to these major nodes, resulting in
even more entrepreneurial MAN build-out. Smali wonder,
therefore, that competitive MAN activity is largely concen-
trated in these first-tier cities.

MAN deployment is beginning to disperse, however. in the
U.S., for example, Brooks Fiber (acquired by WorldCom in
1998) built networks in over 90 second-tier commercial
cities in the U.S. and earned a very high valuation because
it was the only player in town other than the incumbent
telco. In Europe, no company has emulated that approach
precisely, but several players are now building in second tier
cities such as Lyon, Hannover, and Birmingham. As always,
however, economically less-developed regions and countries
may have a long wait before MAN build-out reaches their
cities.

Who is Building the MANs?

MANs come in many shapes and sizes and usually reflect
characteristics of their builders (see Figure 5. The Urban
Jungle). For example, full-service global telcos often have
the most intricate MANs because they need to connect cor-
porate customers directly. Wholesale carriers’ carriers tend

15
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Figure 5. The Urban Jungle

or household; MANs
serve all traffic and
customer needs

often based on
‘legacy’ technologies

Network and
Type of Company Market Orientation Technology Examples Main products
Incumbent telco Legally obligated to Very extensive, BT, Verizon, Retail and value-added
connect any reaching almost all Deutsche products; may choose not
metropolitan company buildings in the city; Telekom to sell dark fiber, but in

some cases legally
obligated to offer both
dark fiber and ducts

Full-service global
telco

Offers complex services
for multinationals and
other large
organizations

Extensive; mostly
based on own fiber
and ducts (though
this may change)

COLT, WorldCom

Retail and value-added
products; will not sell dark
fiber

Municipal monopoly

Leases fiber or ducts to
licensed carriers

Fairly extensive;
based on ownership
of rights-of-way,
ducts and fiber

StokAB
(Stockholm),
Sippera (Paris
La Defense)

Dark fiber

carriers’ carriers

mainly to other carriers,
but also to enterprises

nodes and
commercial districts;
deploys multiple
ducts and state of the
art cable and fiber

Metro Networks

City carrier Acts mainly as Scope is variable; NetCologne Dark fiber, bandwidth, as
wholesaler to other almost all build (Cologne) well as enhanced services
carriers complex networks in MetroWeb

commercial areas; {Milan)
tend to own multiple CompleTel
ducts; fiber of varying | (Paris)
age
Metro Wholesales fiber; Focuses on key MFN, Global Dark fiber

MAN builder

bandwidth for metro
corporations and to
connect ‘tall shiny
buildings’ (sometimes
known as a B-LECs)

district initialiy;
leased dark fiber;
DWDM; gigabit
Ethernet routers

Long-distance Mostly builds MANs for | Simple MANs GTS Bandwidth, [P transit,
carriers’ carrier own needs; may bundle | focusing on major wholesale minutes; some
metro capacity in some nodes such as high- will sell dark fibet; some
contracts level switching offer ducts
nodes, telehouses
and Internet NAPs;
may lease dark fiber
and deploy DWDM,;
may lay cables
‘New wave’ corporate | Offers very low cost Major commercial Cogent 10 Mbps/1 Gbps

Source: TeleGeography research
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to have quite extensive networks and to lay a lot of fiber
and muitiple ducts because their customers tend to lease
dark fiber. Retail and wholesale long distance carriers often
build skeletal MANs that simply link five to ten major
telecommunications nodes or server farms on one or two
leased dark fibers.

Not all carriers can be neatly buttonholed: Level 3, for
example, is primarily a long distance player but is building
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fully cabled MANSs, rather than leasing dark fiber locally.
Level 3 competes not only with long distance carriers, but
also with metro network operators such as MFN. Carrier1]
has gone further, leasing ducts in its Amsterdam network to
other carriers to pay for the construction of its own network.

What is clear is that different types of MANs will continue to
exist. Buyers of capacity need to weigh the relative advan-
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tages and disadvantages of each type of MAN design and
the business models of its builders.

Choosing Your MAN
There are currently several different product options of vary-
ing complexity:

Dark fiber. Now becoming widely available in first-tier
cities, dark fiber is generally sold on long leases of 10 or
15 years, which has its caveats. First, the buyer needs to
be realistic about the likely commercial lifetime of the
fiber, given that most of the components in the system
have a lifetime of less than five years. Second, while
most dark fiber leases are priced per meter per annum,
they also include an annual operations and maintenance
charge. Depending on specific lease provisioning
details—whether charges are fixed or variable, for exam-
ple—such charges can become a significant cost (for
more on bandwidth leases, see International Bandwidth
2000).

Wavelengths. Recently available in major markets,
wavelengths are usually sold at 2.5 Gbps increments. 1P
over WDM is widely seen as a desirable solution for cus-
tomers who are data-centric and carry mostly IP traffic.
However, the management of wavelengths in metropoli-
tan networks continues to be an area of controversy and
ongoing experimentation. '

Dedicated Channels or Private Lines. Dedicated cir-
cuits are a widely available and mature service, usually
provided on short leases at speeds from 64 Kbps up to
622 Mbps. In cities where the only provider is the incum-
bent, it can still be very difficult to get any service above
2 Mbps, but as competitors build out, this situation will
change quickly.

To some degree, the type of buyer determines the product
choice. Large telcos and ISPs increasingly want to buy dark
fiber, because they have enough bandwidth demand to jus-
tify the up-front cost and the expertise to equip and man-
age the network. Moreover, it is somewhat easier to control
costs in a dark fiber network, since the cost of upgrading the
network will almost certainly be lower than the cost of addi-
tional leased bandwidth, Wavelengths are also attractive for
this kind of buyer.

Smaller, inexperienced carriers and corporate end-users, on
the other hand, tend to prefer to lease fixed SONET or SDH
bandwidth. However, the larger and more sophisticated
multinational end-users are starting to lease dark fiber. MFN
says that while the number of end-user customers (includ-
ing the New York Public Library and Chase Manhattan
Bank] is small, it is also growing rapidly.

In addition to the various product options above, other dif-
ferentiating factors include the following:

Proximity. If a MAN doesn’'t connect directly to the
buyer’s building or the service provider’s colocation facil-
ity, it had better come pretty close. The further away
from the MAN, the more money and time it will require
to get a leased line from the incumbent telco.

Service Level Agreements. Metro networks are particu-
larly vulnerable to breaks. Buyers need to know about
the level of redundancy employed on routes and critical
components, especially if the network does not use stan-
dard SONET/SDH ring technology.

Provisioning times. Difficulties in forecasting demand
are driving on-demand bandwidth provisioning. Clearly if
it is necessary to dig to the buyer’s building, provisioning
will take weeks or months. But even where a buyer is
already connected into the fiber, a request that entails
complex routing may still take weeks to fulfill because
engineers may need to visit many sites to manually fit the
necessary equipment. Understanding the network config-
uration and what is required to add bandwidth, allow
buyers to anticipate provisioning lead-time.

Bundled telehouse space. Bundled offers can be very
attractive to users in cities where colocation space is a
premium.

Paying for Your MAN

Anecdotal evidence from buyers suggests that prices for
metropolitan capacity are still not falling nearly as fast as
long-haul pricing. In general, metro prices are falling by
around 20 percent a year in Europe, against 50 percent a
year in the more competitive parts of the long-haul market.
As a result, the effective gap between long-haul and metro
pricing continues to widen.

Broad variations in pricing exist between cities. Some com-
panies claim that the price of dark fiber varies from a low of
one dollar per meter per year in some German cities to as
much as four dollars per meter per year in Paris, while some
non-utility providers may be charging up to eight dollars per
fiber pair. In some cases, providers add an Operation and
Maintenance (O&M) charge, which will typically be two to
three percent of the lease price per year.

As in the long-haul market, new entrants are creating inno-
vative pricing schemes to attract customers. For example,
MEFN allows customers with requirements in several cities to
sigh a general frame contract that entitles them to draw
from a “bank” of fiber when they need it in the cities where
demand emerges first. Like other providers, MFN also dis-
counts quite steeply for volume.
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Pricing schemes also vary by type of service. Wavelengths
and SDH channels tend to be priced by distance, by the size
of the channel, and the number of connected nodes. Fixed
SDH channels, available at 155 Mbps (and in some cases
622 Mbps) cost around $50,000 per year in European
cities. However, the variation in pricing levels and method-
ology is so wide and so heavily customized that price points
are difficult to determine. Some more extreme models,
don’t charge by distance, except for the final “drop” to the
customer site(s) in the form of a one-off connection charge,
rather than an annual leasing charge.

Conclusion
Metropolitan area networks, like the cities they serve, are
complex, expensive to build and are often difficult to man-
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age. The problems they present for network planners and
designers are more formidable than those of long-haul net-
works.

Yet it is generally agreed that MANSs are going to be one of
the most dramatic areas of development in telecommunica-
tions over the next two to three years. MANs perform a
vital role in collecting, aggregating and grooming traffic for
transmission onto intermational networks and in delivering
services to end-users. Effectively implemented, they will be
important catalysts and generators of international band-
width demand. @=2
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Submarine Cable Systems

Figure 1. Transoceanic Submarine Cable Capacity

Interregional Capacity Trends

U.S.-Europe

U.S.-Latin America

U.S.-Asia

Europe-Africa-Asia

1995
Aggregate Capacity (Ghps)
1985 1996 1997 1998 1999 2000 2001 2002
U.S.-Europe 23.0 23.0 23.0 83.0 178.0 2,157.4 49174 6,8224
U.S-Latin America 43 10.6 10.6 10.6 15.6 275.6 1,595.6 4,165.6
U.S.-Asia 41 41 141 141 104.1 3441 3841 1,224.1
Europe-Asia 1.1 1.1 1.1 1.1 311 311 A 171
Total 325 38.8 58.8 118.8 3288 2,808.2 6,968.2 12,383.2
Source: TeleGeography research © TeleGeagraphy, Inc. 2000

Note: Capacity figures denote Jit capacity atthe end of a particular year. Projected capacitf is based on reported initial capacity of systems during the year they are
scheduled to be ready for service and assumes that cable systems with announced DWDM upgrade schedules will upgrade to one-half potential capacity by year-
end 2002.
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Figure 2. Submarine Cable Deployment Trends
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Note: Included cables have a capacity of 10 Gbps or more and will be ready for service by year-end 2001. The £2C Cable Network is omitted from the top figure
because its announced maximum capacity of 7,680 Gbps, more than twice of any previsusly announced cable, would exceed the scale of the figure.
Source: TeleGeography research @ TeleGeography, Inc. 2000
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Figure 3. Major Submarine Cable Growth

Submarine Cable Systems Above 10 Gbps (1999)

g
R T,

System Capacity {Ghps)
RRTI000000000000 0 sasmrer

>2,560 2,560 1,280 640 10

Note: Figure includes systems with a capacity of 10 Gbps or more and are in-service atyear-end 2002, Cables have been scaled to their maximum upgradeable capacity.

Source; TeleGeography research - ® TeleGeography, Inc. 2000
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Figure 4. Major Submarine Cable Systems by Region
Maximum Construction
Ready for Service Fiher  Bit Capacity  Length Cost
{RFS) Pairs Rate Channels {Ghps) {km) (US$ Millions)
Europe-Africa-Asia
Africa ONE 40 2002 4 10 16 640 32,000 1,900
FLAG Europe-Asia November 1997 2 25 2 10 28,000 1,500
SAT-3/WASC/SAFE Gctober 2001 2 25 16 80 18,900 796
SeaMeWe-3 September 1999 2 25 8 40 38,000 1,173
Intra-Asia
APCN February 1997 1 5 4 20 5,234 550
APCN-2 September 2001 4 10 64 2,560 17,000 1,000
C2C Cable Network December 2001 8 10 96 7,680 18,000 2,000
East Asia Crossing (EAC) December 2000 4 10 64 2,560 17,700 1,280
North Asian Cable {Level 3} June 2001 4 10 64 2,560 6,000 n.a.
U.S.-Latin America
360americas 2Q 2001 4 10 32 1,280 22,500 940
Americas-2 May 2000 4 25 8 80 7,350 365
ARCOS 1 September 2000 4 10 64 2,560 8,600 400
Atlantis-2 February 2000 1T 25 8 20 8,500 230
Coilumbus-II! December 1999 2 25 8 40 10,000 236
Maya-1 May 2000 3 25 2 15 4,962 152
Mercus-1 December 2001 4 10 64 2,560 10,000 950
Mid-Atlantic Crossing (MAC) February 2000 2 10 16 320 6,700 415
Pan-American Crossing (PAC) March 2000 2 25 16 80 9,000 280
SAm-1 March 2001 4 10 43 1,920 23,000 900
South American Crossing {SAC) September 2000 4 10 32 1,280 15,000 800
U.S.-Europe
360attantic March 2001 4 10 48 1,920 12,200 630
Atlantic Crossing-1 (AC-1) May 1998 4 25 16 160 14,521 750
FLAG Atlantic-1 (FA-1) March 2001 6 10 40 2,400 12,250 1,200
Gemini Cable System February 1998 2 25 6 30 12,115 600
TAT 12/13 September 1996 2 5 3 30 12,766 750
TAT 14 December 2000 4 10 16 640 15,000 1,500
TyCom Trans-Atlantic July 2001 4 10 64 2,560 13,000 650
Yellow/AC-2 September 2000 4 10 32 1,280 6,000 800
U.S.-Asia
Australia-Japan July 2001 2 10 32 640 7,000 450
China-U.S. Cable System January 2000 4 25 8 80 30,800 1,400
Guam-Philippines (G-P) March 1999 2 25 4 20 3,600 100
Japan-U.S. Cable Network (JUS) October 2000 4 25 64 640 21,000 1,000
Pacific Crossing-1 (PC-1) December 1999 4 10 16 640 21,000 1,200
Southern Cross Cable Network November 2000 3 25 16 120 30,000 900
TPCHS January 1997 2 5 2 20 25,000 1,240
TyCom Trans-Pacific & Northern Asia July 2002 8 10 64 5120 32,000 na.
Notes: This table includes submarine cable systems that are currently in operation as of October 2000 or will be ready for service by year-end 2002. Regiona! submarine
cable systems and systems that have a capacity of less than 10 Gbps have been omitted. Technical configuration denotes maximum upgradeable capacity.
Source: TeleGeography research © TeleGeography, Inc. 2000
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Figure 5. Map of Major Submarine Cables in the United States (Pacific Coast)
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Note: The following maps include submarine cable systems in operation as of October 2000 and those that will be ready for service by year-end 2002. Regional sub-
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Source: TeleGeography research, FCC filings, and company reports © TeleGeography, Inc. 2000
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Figure 6. Map of Major Submarine Cables in the United States (Atlantic Coast) & the Caribbean
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Figure 7. Map of Major Submarine Cables in Europe
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Figure 8. Map of Major Submarine Cables in Latin America and the Caribbean
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Figure 9. Map of Major Submarine Cables in East Asia
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International Circuit Usage by U.S. Carriers

Each year the U.S. Federal Communications Commission
(FCC) releases aggregate circuit usage statistics based on
reports filed by the three largest U.S. facilities-based carri-
ers (AT&T, WorldCom, and Sprint]. Although the rapid entry
of new carriers reduces the relative representation of the top
three carriers each year, the statistics are still useful for
baseline comparisons along two axes. First, the data illumi-
nate year-to-year growth trends in overall cable and satel-
lite connectivity. Second, the statistics break down how
much capacity is used for public switched telephone network
(PSTN) traffic, international private lines (IPLs), as well as
how much capacity is reported “idle” each year.

Although private lines can carry voice traffic, the circuit
usage statistics provide a rough proxy to determine the bal-
ance of voice and data traffic on international networks con-
necting to the U.S. Assuming that increased IPL circuit
deployment represents increased data traffic flows, the
voice/data “crossover”’—the point at which data traffic
exceeded voice—occurred sometime in 1998. Over the
past five years, the PSTN’s share of used capacity dropped
from 83 to 36 percent. If the trend continues, public tele-
phone lines may contribute only 15 percent of used capac-
ity by 2005, @=@

Figure 1. International Circuit Usage Summary, 1995-1999
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64 Kbps Circuit Usage
iPL PSTN Idle Total Available
1995 26,497 126,150 118,343 270,990
1996 91,362 140,518 74,762 306,642
1997 147,408 170,M7 123,751 441,876
1998 198,369 177,049 241,052 616,470
1999 375,503 212,243 252,232 839,978

Source: FCC
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Figure 2. International Circuit Usage for Selected Routes, 1997-1999

U.S. Carrier 64 Kbps Circuit Usage
For Private For Public Switched Total Circuits ldle Total

Lines Network In Use Circuits Available

Canada 1997 37,383 50,343 87,726 32,178 119,904
1998 53,302 54,719 108,021 120,961 228,982

1999 103,546 72,999 176,545 108,901 285,446

Mexico 1997 19,155 36,935 56,090 1,148 57,238
1998 24,483 38,301 62,764 4,080 66,844

1993 41,523 50,259 91,782 1414 99,196

Hong Kong 1997 3,058 1,221 4279 1,825 6,104
1998 4,685 1,027 5712 3,623 9,335

1999 6,218 924 7,142 4,199 11,341

Japan 1997 10,087 6,148 16,236 17,178 33,414
1998 11,907 6,098 18,005 26,042 44,047

1993 21,998 6,401 28,399 28,120 56,519

Singapore 1997 1,617 510 2,187 571 2,758
1998 1,959 608 2,567 1,999 4,566

1999 3412 638 4,050 2,413 6,523

Uk 1997 23,008 14,662 37,670 20,118 51,788
1998 47410 11,818 59,228 21,6M 86,899

1993 101,298 13,695 114,893 34,100 149,093

Note: Data based on year-end FCC circuit status reports filed by AT&T, WorldCom, and Sprint, for circuits originating in the centinentaf U.S. as well
as Puerto Rico, Guam, and other U.S. territarigs. “ldie” circuits are owned by a carrier at year end but notin use. The FCC estimates that 25-30 per-
cent of total submarine cable capacity landed in the U.S. is controlied by foreign carriers and thus nat reported here. Also, up to 100 percent of used
capacity goes unrepyrted because it is reserved for restoration purposes only.
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Figure 3. International Circuit Usage by Region, 1997-1999
U.S. Carrier 64 Kbps Circuit Usage
For Private For Public Switched Total Circuits idie Total
Lines Network In Use Circuits Available
N. and C. America 1997 64,230 88,989 153,219 34,504 187,723
1998 78,601 94,952 173,553 126,197 299,750
1999 144,257 125,328 269,585 116,683 386,268
South America 1997 5,928 6,900 12,828 3,986 16,814
1998 7,958 1,116 15,674 5,536 21,210
1999 10,823 7,953 18,776 6,752 25,528
Caribbean 1997 1,034 6,478 1,512 4,006 11,518
1998 1,439 7,026 8,465 1,977 10,442
1999 1,622 7,063 8,685 4,223 12,908
W. Europe 1997 43,784 34,476 78,260 46,245 124,505
1998 69,051 34,133 103,184 52,937 156,121
1999 153,806 38,777 192,583 64,386 256,969
E. Europe 1997 1,326 3,742 5,068 1,719 6,787
1998 1,004 4,418 5422 1,231 6,653
1999 1,161 4,79 5,952 1,298 1,250
Middie East 1997 1,432 3,096 4,528 479 5,007
1998 1,920 2,807 4721 844 5,571
1999 2,808 2,934 5,742 1,085 6,827
Africa 1997 699 2,608 3,307 292 3,599
1998 1,080 2,112 3,792 320 4112
1999 1,036 2,630 3,666 917 4,583
Asia 1997 23,545 19,567 43,112 30,830 73,942
1998 30,563 19,262 49,825 45,915 95,740
1999 48,513 19,932 68,445 50,170 118,615
Oceania 1997 5,430 4,861 10,291 1,690 11,981
1998 6,753 4,023 10,776 6,095 16,871
1999 11,477 2,835 14,312 6,718 21,030
Totals 1997 147,408 170,717 318,125 123,751 441,876
1998 198,369 177,049 375,418 241,052 616,470
1999 375,503 212,243 587,746 252,232 839,978
Note: Data based on year-end FCC circuit status feports filed by AT&T, WorldCom, and Sprint, for circuits originating in the continentat 1.8, as well
as Puerto Rico, Guam, and other U.S. territories. “jdie” circuits are owned by a carrier at year end but notin use. The FCC estimates that 25-30 per-
cent of total submarine cable capacity landed in the U.S, is confrolled by foreign carriers and thus not reported here. Also, up to 100 percent of
used capacity goes unreported because it is reserved for restoration purposes only.
Source: FCC © Teleﬁeography, {nc. 2000
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Figure 4. ldle Circuits of U.S. Carriers hy Region, 1997-1999
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Note: Data based on year-end FCC circuit status repaorts filed by AT&T, WorldCom, and Sprint, for circuits originating in the continental 1).S. as well
as Puerto Rico, Guam, and other U.S. territories. “Idie” eircuits are owned by a carrier at year end bot not in use. The FCC estimates that 25-30 per-
cent of total submarine cable capacity landed in the U.S.is controlled by foreign carriers and thus not reported here. Also, up te 100 percent of used
capacity goes unreported because itis reserved for restoration purposes only.
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International Communications Satellites

Early Bird entered service in 1965 as the first geostationary
satellite launched to carry intercontinental telephone traffic. By
the following decade satellites became the dominant means of
providing all kinds of international telecommunications. That
dominance only began to fade—and slowly at first—when the
first of the new generation of fiber optic submarine cables was
deployed in the late 1980s. By 1994, trans-Atlantic fiber was
carrying more voice traffic than trans-Atlantic satellites.

It is clear that, on very busy point-to-point routes, fiber-optic
submarine cables are superior to satellites. Although the qual-
ity of voice conversations is appreciably better on fiber, the pri-
mary reason for the decline of satellites’ central role is price.
The cost of submarine cable bandwidth on some trans-Atlantic
routes is one-tenth that of comparable satellite capacity. And
the gulf between cable and satellite bandwidth pricing is bound
to widen in the coming years. Whereas most fiber bandwidth
suppliers forecast price declines of 25 to 50 percent per year
for the next three years, satellite bandwidth suppliers antici-
pate declines of no more than five to ten percent per year.

Recently, the explosion of fiber optic capacity has even eroded
satellites’ traditional role in submarine cable restoration. In

previous years, carriers could lease capacity on satellites as an
emergency backup when cable faults occurred. Yet submarine
cable bandwidth now far exceeds total satellite capacity (see
Figure 1. The Big Picture}. Indeed, a single cable system, such
as the 2.4 Tbps FLAG Atlantic-1, will soon dwarf all the world’s
satellite capacity combined—by at least one order of magni-
tude. Suppliers of these state of the art cable systems must
rely on network ring architectures or other cables for restora-
tion; satellites no longer present a viable option.

The technological and competitive revolution transforming long-
haul networks is also leading a strategic business realignment
among satellite owners. For example, when the world’s largest
satellite operator, Inteisat, spun off five of its satellites in a
1998 private venture, their primary target was the video ser-
vices market. Most of New Skies’ capacity is dedicated to
video transmission for broadcasters. Likewise, Intelsat’s first
privately-backed competition, PanAmSat, collects more than
three quarters of its revenue from video. Although Intelsat’s
business is still dominated by traditional telephone trunking
services, much of its new commercial activity focuses on video
services and Intemet services.

Figure 1. The Big Picture
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Figure 2. Interregional Satellite Capacity, 1989-2001
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Note; Satellite capacity used for interregional voice and data services accounts for 12 percent of capacity shown above. Capacity figures assume
that a pair of 36 MHz equivalent transponders will yield approximately 40 Mbps of transmission capacity.

Design © TeleGeography, inc. 2000

Although the prevalent model in the geostationary satellite
business has shifted considerably over the last decade, satel-
lites still matter in the international bandwidth regime. First,
satellites are crucial on routes under-served by fiber optic infra-
structure. This is important to telecom companies, ISPs, and
corporate networkers seeking connectivity to this surprisingly
large segment of the world’s population (see Figure 1).
Second, unlike fiber, satellite capacity is readily available in
asymmetric configurations. This application is ideal for ISPs
connecting to Internet hubs, where traffic is largely going in one
direction—from content-rich web sites to downstream end-

94

users. Finally, due to this same asymmetry, satellites are actu-
ally better suited for some applications. While this is clear in
the case of one-way television broadcast services, the same
logic applies to certain Intemet applications, including the

“multicast” of newsfeeds and caches of recently accessed web
content. @=

Adapted from “International Bandwidth 2000,”
TeleGeography’s guide to supply and demand of interna-
tional telecommunications capacity.
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Figure 4. Major International Telecommunications Satellites in Geostationary Orbit
Transponders (36 Mhz)
Orbital Slot {°E) Launch Date C-Band Ku-Band Bus
Atlantic Ocean
GE Americom GE-1E 5.0° November 1997 - 240 n.a.
Eutelsat W3 1.0° May 1999 - 48.0 Spacebus
Eutelsat w1 10.0° 3Q 2000 - 48.0 Spacebus
Eutelsat HOT BIRD 1 13.0° March 1995 - 16.0 Spacebus
Eutelsat HOT BIRD 2 13.0° November 1996 - 18.3 Eurostar
Eutelsat HOT BIRD 3 13.0° September 1997 - 18.8 Eurostar
Eutelsat HOT BIRD 4 13.0° February 1998 - 18.8 Eurostar
Eutelsat HOT BIRD 5 13.0° October 1998 - 230 Eurostar
Eutelsat W2 16.0° November 1998 - 48.0 Spacebus
Eutelsat I1-F4 2,52 July 1999 - 230 Spacebus
Eutelsat |-F4 25.5° September 1987 - 200 B. Aero
PanAmSat PAS-5 302.0° August 1997 240 240 HS-601
PanAmSat PAS-9 302.0° July 2000 240 240 HS-601
Intelsat 1S-805 304.5° June 1998 36.0 6.0 AS-7000
Intelsat 1S-706 307.0° May 1995 420 280 FS-1300
Intelsat 1S-709 310.0° June 1996 420 200 FS-1300
GE Americom GE-1i 313.0° 2003 720 - n.a.
GE Americom TDRS-6 313.0° January 1993 12.0 - TRW
PanAmSat PAS-1 315.0° June 1988 240 12.0 GE 3000
PanAmSat PAS-1R 315.0° November 2000 36.0 36.0 HS-601
PanAmSat PAS-3 317.0° January 1996 25.1 251 HS-601
PanAmSat PAS-6 317.0° August 1997 - 36.0 FS-1300
PanAmSat PAS-6B 317.0° December 1998 - 320 HS-601
New Skies Satellites NSS 806 319.5° February 1998 36.0 6.0 LM 7000
GE Americom 515 322.3° January 1989 21.0 - Ford Aero
intelsat 1S-601 325.5° October 1991 64.0 240 HS-393
Intelsat 1S-904 325:5° 3Q 2001 76.0 200 Loral SS
Intelsat 1S-801 328.5° February 1997 64.0 12.0 AS-7000
Intelsat 1S-907 3285° TBD n.a. n.a. n.a.
Intelsat 1S-511 330.5° June 1985 420 1290 F. Aero
Intelsat 15-605 332.5° August 1991 64.0 240 HS-393
Intelsat 1S-905 3325° 40 2001 76.0 200 n.a.
Intelsat 1S-603 335.5° March 1990 64.0 240 HS-393
Intelsat 15-903 33515 2Q 200 76.0 20.0 Loral SS
GE Americom GE-2E 336.0° 40Q 2002 - - n.a.
New Skies Satellites NSS7 338.5° 40 2001 58.0 41.0 Loral SS
New Skies Satellites NSS 803 338.5° September 1997 61.0 120 LM 7000
New Skies Satellites NSSK 338.5° June 1992 - 210 LMA2100
Intelsat 1S-705 342.0° March 1995 420 200 FS-1300
Intelsat 1S-906 3420° TBD na. na. n.a.
Loral Skynet Telstar 12 345.0° October 1999 = 45.0 Eurostar
Eutelsat Atlantic Bird 1 341.5° 20 2001 - 360 n.a.
Eutelsat 11-F2 3475° January 1991 - 230 Spacebus
Intelsat 1§-707 359.0° March 1996 420 280 FS-1300
Note: Included satellites provide international coverage and belong to a constellation with at least 15 transponders dedicated to international voice and data services.
Source: TeleGeography research and company reports © TeleGeography, Inc. 2000
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Figure 4. Major International Telecommunications Satellites in Geostationary Orbit (continued)

Transponders (36 Mhz)
Orhital Slot (°E) Launch Date C-Band Ku-Band Bus
Indian Ocean
Eutelsat II-F3 36.0° December 1991 23 Spacebus
Eutelsat SESAT 36.0° April 2000 18 n.a.
Eutelsat Wi 36.0° May 2000 293 Spacebus
Loral Skynet Telstar 11 37:52 November 1994 48 Eurostar
Eutelsat [I-F1 48.0° August 1990 23 Spacebus
New Skies Satellites NSS 703 57.0° October 1994 40 20 FS-1300
Intelsat 1S-604 60.0° June 1990 64 24 HS-393
Intelsat 1S-902 60.0° 2Q 2001 16 20 Loral SS
Intelsat 1S-602 62.0° October 1989 64 24 HS-393
Intelsat 1S-901 62.0° 4Q 2000 76 20 Loral SS
Intelsat 1S-804 64.0° December 1997 64 12 AS-7000
Intelsat 1S-704 66.0° January 1995 42 20 FS-1300
PanAmSat PAS-10 68.5° 10 2001 12 12 HS 601
PanAmSat PAS-4 68.5° August 1995 251 246 HS-601
PanAmSat PAS-7 68.5° September 1998 14 30 FS-1300
Loral Skynet Telstar 10/APSTAR-IIR 76.5° October 1997 218 235 FS-1300
Intelsat APR-1 83.0° June 1999 " n.a.
GE Americom GE-1A 108.0° 3Q 2000 28 n.a.
Pacitic Ocean

APSTAR APSTAR-IA 134.0° 1994 28 HS-376
APSTAR APSTAR-| 138.0° July 1996 28 HS-376
PanAmSat PAS-8 166.0° November 1998 24 24 FS-1300
PanAmSat PAS-2 169.0° July 1994 251 251 HS-601
GE Americom GE-2i 172.0° 2003 60 n.a.
Intelsat 1S-802 174.0° June 1997 64 12 AS-7000
Intelsat 1S-702 171.0° June 1994 42 20 FS-1300
Intelsat IS-701 180.0° October 1993 42 20 FS-1300
New Skies Satellites NSS 513 183.0° May 1988 42 16 Loral §S
GE Americom TDRS-5 185.7° August 1991 12 TRW
Lora! Skynet Telstar 13 239.0° June 2002 na. n.a. Echostar
Satmex Satmex 5 243.2° December 1998 24 24 HS 601
Satmex Solidaridad 2 247.0° October 1994 24 24 HS 601
GE Americom GE-4 259.0° November 1999 24 32 A2100
PanAmSat Galaxy VIlli 265.0° December 1997 21.3 HS 601
GE Americom GE-Spacenet 4 279.0° April 1991 24 n.a.
GE Americom GE-6 288.0° 40 2000 24 32 A2100

Note: Satellites included provide international coverage and belong to a consteliation with at least 15 transponders dedicated to international veice and data services.

Source: TeleGeography research and company reports © TeleGeography, Inc. 2000
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Figure 5. Map of Major Communications Satellites in the Atlantic Ocean Region
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Figure 7. Map of Major Communications Satellites in the Pacific Ocean Region

© TeleGeogragiimg Inc. 2000
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International Internet Backbones

Internet Backbones

What is an Internet backbone? And when is it internation-~
al? The questions are not as straightforward as they might
seem. International Intemet backbones are private data
links which cross international political borders, run the
Internet Protocol {IP), are reachable from other parts of the
Internet, and carry general Internet traffic: e-mail, Web
pages, and most of the other popular services which have
come to define today’s Internet.

That means that international IP links devoted to just one
type of traffic—notably, Voice-over-IP (VolP)—are excluded
from our definition of backbones on the public Interet. If
VoIP is excluded, though, then why publish international
Internet backbone data in a book on international telepho-
ny? The answer: because it just might be important.

Despite a history stretching back more than 30 years,
today’s Internet really began its push toward ubiquity dur-
ing the 1990s in a rapid transition from academic network
to commercial networks. What evolved was a decentralized
infrastructure whose end-to-end design made it possible for
users to create new network applications without asking too
many people’s permission.

The resulting infrastructure took media services based on
text and simple graphics and turned them into the most
widespread media platform since television. That ubiquity
only fueled its popularity, however, and soon people were
stuffing two-way voice telephony, streaming video, and
other bandwidth-intensive applications into the public
Internet. They did this not because the Internet’s then-
infrastructure was particularly well-suited to such services,
but because running them over the Internet meant bringing
together multiple services on a single platform. On net-
works, the whole is always more than the sum of its parts.

The so-called “public Internet” is at a crossroads. How will
it accommodate very different types of traffic inside the
same networks? Some want to solve the problem by
bestowing Quality of Service (QoS) provisions upon IP so
that networks can distinguish between what needs to be
delivered immediately and what needs to be delivered with
care. Some, pressed for time, prefer to forego fancy traffic
engineering by throwing more bandwidth at the problem,
hoping to give every packet enough room to get to its des-
tination in style. And some are abandoning the public
Internet altogether: distinct backbones are emerging for

sscssscnsasees
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self-similar traffic generators, like VoIP or the Usenet’s text-
and photo-oriented discussion groups. Those highly spe-
cialized, single-service backbones are not included here.

That sharpens the scope of what we mean by “Internet”
backbones. But it doesn’t close off their possibilities. There
is increasing excitement over a “new public network” infra-
structure which meshes PSTN (public switched telephone
network) and IP infrastructure into the backbone of tomor-
row’s public communications facilities. If the feverish activ-
ity taking place around the world can successfully achieve
the economies of scale and creative possibilities that inter-
operable communications services represent, these back-
bones will have to come together to look like the Internet as
many engineers have always drawn it—a cloud.

Bandwidth, Not Traffic

The maps and statistics on the following pages show inter-
national Internet backbone capacity, or bandwidth—not
traffic. There are several reasons to keep track of interna-
tional Internet bandwidth. One is to provide a rough met-~
ric for matching supply and demand. But there is another
reason: bandwidth take-up may provide a clue to Internet
traffic statistics, which are still in very short supply.

International Internet bandwidth is growing faster than
international Internet traffic, however. Inthe past few years,
tremendous physical infrastructure builds began to come
on-line. Because raw bandwidth does not translate imme-
diately into Intemet capacity, however—it must first be lit,
sold, deployed, and integrated into data network opera-
tions—the numbers showed what, to casual observers,
appeared to be a mismatch between physical capacity and
Internet capacity. In 2000, however, bandwidth started dif-
fusing up the network layers, moving from physical installa-
tion to actually existing network services. As Internet
capacity began to take advantage of the fiber explosion,
two-and-a-half gigabit per second OC-48 (STM-16) links
running Internet Protocol became, if not common, at least
widespread.

All this new Internet capacity makes network bandwidth less
useful as a proxy for traffic. But it does provide important
insights as to how traffic is routed. Historically, steep
intraregional bandwidth costs, a comparative lack of local
content, and limited regional coordination had caused the
U.S. to become the Internet’s central switching office, even
for data flows within a region. Last year, we found that the
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Figure 1. Interregional lnte}net Bandwidth, 2000
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Region 1 Region 2 Internet Bandwidth
Africa Africa (intraregional) 9.0 Mbps
Asta/Pacific 3.8 Mbps
Europe 171.5 Mbps
Latin America/Caribbean n.a.
U.S/Canada 467.6 Mbps
. Region total 651.9 Mbps
Asia/Pacific Africa 3.8 Mbps
Asia/Pacific (intraregianal) 3,124.0 Mbps
Europe 357.1 Mbps
Latin America/Caribbean n.a.
U.S./Canada 19,716.5 Mbps
Region total 23,201.4 Mhps
Europe Africa 17.5 Mbps
Asia/Pacific 357.1 Mbps
Europe (intraregional) 176,594.9 Mbps
Latin America/Caribbean 127.0 Mbps
U.S/Canada 56,241.2 Mbps
Region total 233,491.7 Mbps
Latin America/Caribbean Africa n.a.
Asia/Pacific n.a.
Europe 127.0 Mbps
Latin America/Caribbean {intraregional) 7.0 Mbps
U.S./Canada 2,637.6 Mbps
Region total 2.835.6 Mbps
U.S./Canada Africa 467.6 Mbps
AsiafPacific 19,7165 Mbps
Europe ' 56,241.2 Mbps

2,637.6 Mbps
33,973.5 Mbps
113,036.3 Mbps

Note: Figures represent estimated Internet bandwidth between Consolidated Metropolitan Statistical Areas or equivalents. Domestic backbone routes are omitted.

Data as of mid-200D.
Source: TeleGeography research
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Internet was still U.S.-centric but that places like Western
Europe and, to a lesser extent, eastern Asia were beginning
‘to develop as secondary hubs (see Figure 1. Interregional
Internet Bandwidth, 2000).

In 2000, this trend continued. In Europe, international
capacity between European countries again grew at a
noticeably faster clip than did outgoing international band-
width, nudging the continent’s in-region connectivity to
beyond 75 percent of its total international Internet band-
width. Asia’s intraregional connectivity, too, grew more than
twice as fast as to anywhere else, doubling the proportion
remaining within the region to one-sixth of total internation-
al Internet bandwidth.

Enormous differences still remain from country to country.
The U.S.-centric pattern wanes only with substantial and
sustained infrastructure builds of the sort that has swept
Europe, rolled into Asia, announced itself in Latin America,
and stalled in most of Africa. The connectivity divide is
reflected in the larger pattern of global net bandwidth (see
Figure 2. A Question of Scale). Although fiber builds in
Latin America and the Caribbean increased substantially in
the last year, the Internet had not yet caught up as of mid-
2000, and the continued reliance on slower, more expensive
satellite links for international connectivity translated into
another year of the World Wide Wait. In continental Africa,
similarly, the number of countries connected at above 10
Mbps went from three to six—but Africa-U.S. Internet band-
width remained the continent’s fastest-growing route.

The Players

Approximately 300 International Internet Service Providers
(IISPs) own, lease, or otherwise get hold of transborder net-
work capacity; place routing computers at either end; and
use these segments to cobble together logical networks
that, together, form the Intemnet’s international backbone.
Three hundred may seem like a lot. Not all backbones are
equal, however: in mid-2000 the ten largest lISPs controlled
three-quarters of international Internet bandwidth.

Some observers try to make sense of the Internet’s snarl of
networks by dividing them into three or four tiers. ‘Under
that framework, “Tier Ones” are the handful of global back-
bone operators who have rich interconnection relationships
with all other significant providers; “Tier Twos” are the not-
quite-Tier-One backbones who end up having to pay for
some of their direct backbone connectivity; and “Tier
Threes” and “Fours” are the national/regional and local ISPs,
depending on the context and topology, in question.

Those definitions are somewhat fuzzy—and for good reason.
As a whole, the Internet service provider world is not seg-
mented into hierarchical divisions, so hard-and-fast typolo-
gies just aren’t possible on a global scale. The same is true,
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perhaps more so, of the ISP segment. Instead, we have
identified four groupings around which I[ISPs cluster.
However imperfect, these markings on the ISP spectrum
help understand which way they lean:

Global IISP. Two kinds of 1ISPs engage in activities which
place them in the “global” range. One is a set of very
large players who have strong historical roots in the U.S.
_Internet, either in origin (AT&T/Concert, Genuity,
WorldCom, PSINet, Sprint) or by osmosis; Cable &
Wireless acquired much of MCI’s Internet backbone as a
result of the MCI-WorldCom merger. The other group of
IISPs are providers who feature managed IP bandwidth
over bent-pipe (point-to-point) satellite as important
parts of their services portfolios, typically Intelsat signa-
tories like Telecom ltalia, whose Seabone offering con-
nects many countries around the world, or service
providers like Interpacket. The effort to move from the
second set of global liISPs into the first—Teleglobe
attempted this during the late 1990s—is a key dynamic
within this grouping.

Regional IISP. A regional [ISP specializes in operating
backbone connectivity between different countries in a
single region, like GTS E-Bone in Europe, Pacific Century
CyberWorks or Telstra in Asia, and Africa Online.
Because of the impressive build-out in Europe during the
past two years, Western Europe is probably the best
example of the impact that regional [ISPs can have on
reconfiguring a single region’s topology map. At the
other end of the spectrum, a number of IISPs continue to
vault into the regional area by purchasing existing small-
er, nationally-based IISP networks; once, these were
dominated by former incumbents, but an increasing
number of new entrants have borrowed this strategy as
well, fuelled by the international spread of venture capi-
tal and Initial Public Offerings.

National IISP. Typically, this is an Internet provider which
has acquired international connectivity as part of a
national or local service; which acts increasingly as an
upstream provider for other providers who have little or
no international connectivity; and which moves to
expand into neighboring countries. In 2000, this sector
actually shrunk, as existing players federated or were
bought up to form regional IISPs.

Academic HSP. Research networks, including those
operated by academic institutions, often act as interna-
tional connectivity providers alongside commercial 1ISPs.
In many environments, they operate high-capacity, lead-
ing-edge systems, catalyzing Internet development—
examples are Europe’s DANTE TEN-155 and GEANT pro-
jects—but they are increasingly specializing in exclusive-
ly academic and research traffic as part of the interna-
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Figure 2. A Question of Scale

Top Routes Compared

Europe

Landon to New York 26,668.5 Mbps

U.S./Canada
New York to London

26,668.5 Mbps

b [ 75%50Mbps
Tokyo to San Francisco 7.5350 Mbps

Latin America/Caribbean

Sdo Paulo to New York 444.1 Mbps

Africa 124.0 Mbps

Johannesburg to New York

One Route Scaled
Europe 310 Mbps (Scale 1: 1)
310 Mbps (Scale 1:0.58)
U.S./Canada
AsiafPacific 310 Mbps (Scale 1:023)
Latin America/Caribbean 310 Mbps (Scale 1:0.014}
Africa 310 Mbps (Scale 1: 0.003)

How much QQes Internet backbone capacity vary from region to
region? A ldt. As the figure on the left illustrates, the largest
single international internet route connected to Africa is but a
fraction of its European counterpart. That meant that our
regional Internet maps couldn’t be drawn without varying the
scale we used to represent bandwidth from map to map. To get
an idea of just how much the scale varied, look to the right-hand
figure above. The line that is so thin on top and so thick on the
bottom represents 310 Mbps, the equivalent of two OC-3 links,
as it is scaled on each of the cantinental maps.

Of course, some routes were too small to be shown on the maps
altogether—even 310 Mbps stretches thin in the bandwidth-rich

Source: TeleGeography research

regions of Europe and U.S. & Canada. Other routes had to be
omitted, not because they did not meet the inclusion criteria,
but in order to improve map visibility or because the routes
were Jocated outside of the base map projection.

For each region, routes are ordered by backbone capacity and
then listed alphabetically, where both cities are in the region, or
with the local city first, when they aren’t. That doesn't imply
any hierarchy. But it does mean some routes dropped off
because they were too far down in the alphabet, even if they
had the same capacity as the fiftieth-largest route listed. . Only
so much bandwidth can fit on the printed page.

© TeleGeography, inc. 2000

tional coordination of Internet2 and advanced research
applications.

Methodology

The data depicted on the following pages—using different
scales for different regions—result from a TeleGeography,
Inc. study completed in October 2000. The research
focused on the network topologies of over 300 [ISPs oper-
ating international Internet links—routers or switches direct-
ly connected across an international border over an internal
network. These links and their capacities were then tracked
through over 300 cities in more than 180 countries. Each
liSP’s network routes and capacities were derived from a
combination of public documents, confidential interviews,
and computer-based network analysis tools.

The study grouped specific switch and router locations
according to Consolidated Metropolitan Statistical Area,
Census Metropolitan Area, or the equivalent. Only the IP
network was mapped, instead of the physical network infra-
structure which runs beneath it. In cases where lISPs had
provisioned relatively new dedicated IP capacity, the study
did not include the capacity unless it was believed to be
operational and available for public Internet traffic as of
mid-2000 (i.e., bandwidth kept in reserve was excluded). A
final note: due to the complex and ever-changing nature of
network architectures, omissions may have occurred. @=?
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Figure 3. The Top 50 International Internet Routes, 2000
Rank City, Country City, Country Internet Bandwidth
1 London, UK. New York, U.S. 26,680.5 Mbps
2 lLondon, UK. Paris, France 24,3400 Mbps
3 Frankfurt, Germany Paris, France 14,148.0 Mbps
4 Amsterdam, Netherlands London, U.K. 12,347.0 Mbps
5 Amsterdam, Netherlands Frankfurt, Germany 10,510.0 Mbps
6 Amsterdam, Netherlands New York, U.S. 9,958.0 Mbps
7 Montreal, Canada New York, U.S. 8,749.0 Mbps
8 Amsterdam, Netherlands Brussels, Belgium 8,368.0 Mbps
9 Amsterdam, Netherlands Diisseldorf, Germany 7,999.0 Mbps
10  Geneva, Switzerland Paris, France 17,7785 Mbps
11 San Francisco, U.S. Tokyo, Japan 17,5500 Mbps
12 Chicago, U.S. Toronto, Canada 6,575.0 Mbps
13 Brussels, Belgium London, U.K 6,204.0 Mbps
14  Frankfurt, Germany London, U.K. 4,975.0 Mbps
15 New York, U.S. Toronto, Canada 4,862.0 Mbps
16  Seattle, U.S. Vancouver, Canada 4,707.0 Mbps
17 Frankfurt, Germany Milan, Italy 4,305.0 Mbps
18  Frankfurt, Germany Stockholm, Sweden 3,897.0 Mbps
19 Copenhagen, Denmark Stockholm, Sweden 3,848.0 Mbps
20 Amsterdam, Netherlands Paris, France 3,820.0 Mbps
21 Frankfurt, Germany Washington, U.S. 3,663.0 Mbps
22 Brussels, Belgium Paris, France 3,657.0 Mbps
23 Amsterdam, Netherlands Stockholm, Sweden 34140 Mbps
24 Madrid, Spain Paris, France 3,212.0 Mbps
25 London, U.K. Madrid, Spain 2,880.0 Mbps
26 Frankfurt, Germany Geneva, Switzerland 2,877.0 Mbps
27 Amsterdam, Netherlands Geneva, Switzerland 2,8335 Mbps
28  Frankfurt, Germany New York, U.S. 2,729.0 Mbps
29 Barcelona, Spain Lyon, France 2,688.0 Mbps
30 Amsterdam, Netherlands Madrid, Spain 2,6120 Mbps
31 Geneva, Switzeriand Lyon, France 2,567.0 Mbps
32 Amsterdam, Netherlands Vienna, Austria 2,533.0 Mbps
33 Moscow, Russia Stockholm, Sweden 2,522.0 Mbps
34 Amsterdam, Netherlands Oslo, Norway 2,488.0 Mbps
- Chicago, U.S. Montreal, Canada 2,488.0 Mbps
- Copenhagen, Denmark Diisseldorf, Germany 2,488.0 Mbps
- Diisseldorf, Germany London, U.K. 2,488.0 Mbps
- Diisseldorf, Germany Prague, Czech Republic 2,488.0 Mbps
- Paris, France Washington, U.S. 2,488.0 Mbps
- Prague, Czech Republic Vienna, Austria 2,488.0° Mbps
- Seattle, U.S. Toronto, Canada 2,488.0 Mbps
42  London, U.K. Washington, U.S. 2,378.0 Mbps
43 Toronto, Canada Washington, U.S. 2,176.0 Mbps
44 Milan, Italy New York, U.S. 1,734.0 Mbps
45  Frankfurt, Germany Vienna, Austria 1,676.0 Mbps
46  New York, U.S. Stockhoim, Sweden 1,553.0 Mbps
47  Los Angeles, U.S. Tokyo, Japan 1,520.5 Mbps
48 San Francisco, U.S. Seoul, Korea, Rep. 1,3366 Mbps
49  Milan, Italy Paris, France 1,2420 Mbps
50 Hong Kong, China San Francisco, U.S. 1,209.5 Mbps
Note: Figures represent estimated Internet handwidth between Consolidated Metropolitan Statistical Areas or equivalents. Domestic backbone routes are omitted.
Data as of mid-2000.
Source: TeleGeography research © TeleGeography, Inc. 2000

106




© TeleGeography, Inc. 2000

TeleGeography 2001

Figure 4. The Top 50 International Internet Hub Cities, 2000

International

Rank City Country Internet Bandwidth
1 London UK. 86,589.7 Mbps
2 Amsterdam Netherlands 68,301.6 Mbps
3 Paris France 62,196.7 Mbps
4 New York U.S. 61,070.6 Mbps
5 Frankfurt Germany 52,332.0 Mbps
6 Stockholm Sweden 18,6525 Mbps
7 Brussels Belgium 18,630.8 Mbps
8 Geneva Switzerland 17,848.8 Mbps
9 Toronto Canada 16,398.6 Mbps
10 Diisseldorf Germany 15,8634 Mbps
n San Francisco us. 14,7125 Mbps
12 Washington u.s. 12,029.7 Mbps
13 Montreal Canada 11,671.8 Mbps
14 Chicago U.S. 10,935.5 Mbps
15 Tokyo Japan 10,835.1 Mbps
16 Milan Italy 9,262.6 Mbps
17 Madrid Spain 9,246.0 Mbps
18 Vienna Austria 8,273.3 Mbps
19 Seattle u.s. 7,658.3 Mbps
20 Copenhagen Denmark 7,520.0 Mbps
21 Prague Czech Republic 6,186.0 Mbps
22 Vancouver Canada 5,547.0 Mbps
23 Lyon France 5,410.0 Mbps
24 Oslo Norway 3,928.0 Mbps
25 Los Angeles u.s. 3,529.8 Mbps
26 Zilrich Switzerland 3,198.3 Mbps
27 Moscow Russia 2,956.4 Mbps
28 Hong Kong China 2,949.4 Mbps
29 Barcelona Spain 2,873.0 Mbps
30 Seoul Korea, Rep. 2,317.4 Mbps
31 Sydney Australia 2,1624 Mbps
32 Helsinki Finland 1,841.0 Mbps
33 Singapore Singapore 1,793.8 Mbps
34 Taipei Taiwan 1,310.9 Mbps
35 Budapest Hungary 1,019.5 Mbps
36 Dublin Ireland 917.0 Mbps
37 Munich Germany 827.0 Mbps
38 Osaka Japan 820.0 Mbps
39 Palermo Italy 818.5 Mbps
40 Calgary Canada 777.0 Mbps
41 Warsaw Poland 767.0 Mbps
42 Mexico City Mexico 749.5 Mbps
43 Miami UsS; 632.7 Mbps
44 Shanghai China 626.0 Mbps
45 Auckland New Zealand 532.0 Mbps
46 Séo Paulo Brazil 5666 Mbps
47 Athens Greece 560.1 Mbps
48 Nova Scotia Canada 4999 Mbps
49 Lisbon Portugal 499.0 Mbps
50 Stuttgart Germany 481.9 Mbps

Note: Figures represent estimated Internet bandwidth between Consolidated Metrapolitan Statistical Areas ar equivalents. Domestic backbone routes are omitted.

Data as of mid-2000

Source: TeleGeography research

© TeleGaography, inc. 2000

107



TeleGeography 2001 © TeleGeography, Inc. 2000

Figure 5. Map of Major Asia/Pacific International Backbone Routes, 2000
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Note: Map includes international backbone routes with at least 100 Mbps of aggregate capacity. Figures represent estimated Internet bandwidth between
Consolidated Metropolitan Statistical Areas or equivalents. Domestic backbone routes are omitted. Data as of mid-2000.

Source: TeleGeography research © TeleGeography, Inc. 2000
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Figure 6. The Top 50 International Backbone Routes in Asia/Pacific, 2000
Rank City, Country City, Country internet Bandwidth
1 Tokyo, Japan San Francisco, U.S. 7,550.0 Mbps
2 Tokyo, Japan Los Angeles, U.S. 1,520.5 Mbps
3 Seoul, Korea, Rep. San Francisco, U.S. 1,336.6 Mbps
4 Hong Kong, China San Francisco, U.S. 1,209.5 Mbps
5 Sydney, Australia San Francisco, U.S. 1,030.0 Mbps
6 Singapore, Singapore San Francisco, U.S. 932.0 Mbps
7 Taipei, Taiwan San Francisco, U.S. 741.5 Mbps
8 Sydney, Australia Los Angeles, U.S. 496.0 Mbps
9 Osaka, Japan San Francisco, U.S. 465.0 Mbps
10 Hong Kong, China Tokyo, Japan 403.5 Mbps
11 Tokyo, Japan Seattle, U.S. 400.0 Mbps
12 Seoul, South Korea, Rep. Los Angeles, U.S. 310.0 Mbps
13 Hong Kong, China Shanghai, China 296.0 Mbps
14  Auckiand, New Zealand San Francisco, U.S. 255.0 Mbps
15 Hong Kong, China Los Angeles, U.S. 245.0 Mbps
16  Auckland, New Zealand Los Angeles, U.S. 200.0 Mbps
17  Perth, Australia San Francisco, U.S. 196.1 Mbps
18 Seoul, Korea, Rep. Sacramento, U.S. 189.0 Mbps
19  Shanghai, China San Francisco, U.S. 165.0 Mbps
20 Taipei, Taiwan Los Angeles, U.S. 161.5 Mbps
21 Seoul, Korea, Rep. Tokyo, Japan 157.3 Mbps
22 Guangzhou, China Hong Kong, China 156.0 Mbps
23 Abu Dhabi, U.A.E. New York, U.S. 155.0 Mbps
- Osaka, Japan New York, U.S. 155.0 Mbps
- Osaka, Japan Sacramento, U.S. 155.0 Mbps
26  Tel Aviv, Israel New York, U.S. 151.0 Mbps
27  Sydney, Australia Tokyo, Japan 145.0 Mbps
28 Auckland, New Zealand Sydney, Australia 135.0 Mbps
29 Hong Kong, China Singapore, Singapore 118.0 Mbps
- Shanghai, China Sydney, Australia 118.0 Mbps
31 Hong Kong, China Taipei, Taiwan 103.0 Mbps
32 Tokyo, Japan Chicago, U.S. 100.0 Mbps
- Tokyo, Japan New York, U.S. 100.0 Mbps
34 Hong Kong, China Seoul, Korea, Rep. 96.5 Mbps
35 Manila, Philippines Singapore, Singapore 90.4 Mbps
36 Taipei, Taiwan Tokyo, Japan 87.1 Mbps
37 Manila, Philippines San Francisco, U.S. 79.0 Mbps
38 Bangkok, Thailand San Francisco, U.S. 77.0 Mbps
39 Perth, Australia Los Angeles, U.S. 75.0 Mbps
40 Mumbai, India Singapore, Singapore 70.0 Mbps
41  Mumbai, India New York, U.S. 68.0 Mbps
42 Singapore, Singapore Sydnay, Australia 61.0 Mbps
- Singapore, Singapore Tokyo, Japan 61.0 Mbps
44 Singapore, Singapore Los Angeles, U.S. 59.0 Mbps
45 Haifa, Israel New York, U.S. 58.5 Mbps
46 Manila, Philippines Tokyo, Japan 57.0 Mbps
47 Kuala Lumpur, Malaysia Singapore, Singapore 56.0 Mbps
48 Kuala Lumpur, Malaysia Tokyo, Japan 55.1 Mbps
49 Beijing, China Tokyo, Japan 53.1 Mbps
50 Manila, Philippines Los Angeles, U.S. 53.0 Mbps
Note: Figures represent astimated Internet bandwidth between Consolidated Metropotitan Statistical Areas or equivalents. Domastic backbone routes are omitted.
Data as of mid-2000.
Source: TeleGeography research © TeleGeography, inc. 2000
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Figure 7. Map of Major European International Backbone Routes, 2000

u a3e,

g eibls

et B

T

il ke R

po

Aggregate Internet backbaone bandwadth
I e—————
20Gbps 10Gbps 5Gbps  2Gbps
] TSN
Intraregional Interregional

Note: Map includes international backbone routes with at least 2 Gbps of aggregate capacity. Figures represent estimated Internet bandwidth between Consolidated
Metropolitan Statistical Areas or equivalents. Domestic backbone routes are omitted. Data as of mid-2000.

Source: TeleGeography research + © TeleGeography, Inc. 2000
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Figure 8. The Top 50 International Backbone Routes in Europe, 2000

Rank City, Country Gity, Country Internet Bandwidth
1 London, UK. New York, U.S. 26,680.5 Mbps
2 London, UK. Paris, France 24,340.0 Mbps
3 Frankfurt, Germany Paris, France 14,148.0 Mbps
4 Amsterdam, Netherlands London, U.K. 12,347.0 Mbps
5 Amsterdam, Netherlands Frankfurt, Germany 10,510.0 Mbps
6 Amsterdam, Netherlands New York, U.S. 9,958.0 Mbps
7 Amsterdam, Netherlands Brussels, Belgium 8,368.0 Mbps
8 Amsterdam, Netherlands Diisseldorf, Germany 7,999.0 Mbps
9 Geneva, Switzerland Paris, France 17,7785 Mbps
10 Brussels, Belgium London, U.K. 6,204.0 Mbps
11 Frankfurt, Germany London, U.K. 4,975.0 Mbps
12 Frankfurt, Germany Milan, ltaly 4,305.0 Mbps
13  Frankfurt, Germany Stockholm, Sweden 3,897.0 Mbps
14 Copenhagen, Denmark Stockholm, Sweden 3,848.0 Mbps
15 Amsterdam, Netherlands Paris, France 3,820.0 Mbps
16  Frankfurt, Germany Washington, U.S. 3,663.0 Mbps
17 Brussels, Beigium Paris, France 3,657.0 Mbps
18 Amsterdam, Netheriands Stockholm, Sweden 3,414.0 Mbps
19 Madrid, Spain Paris, France 3,212.0 Mbps
20 London, U.K. Madrid, Spain 2,880.0 Mbps
21 Frankfurt, Germany Geneva, Switzeriand 2,877.0 Mbps
22 Amsterdam, Netherlands Geneva, Switzerland 2,833.5 Mbps
23  Frankfurt, Germany New York, U.S. 2,729.0 Mbps
24 Barcelona, Spain Lyon, France 2,688.0 Mbps
25 Amsterdam, Netherlands Madrid, Spain 2,612.0 Mbps
26 Geneva, Switzerland Lyon, France 2,567.0 Mbps
217 Amsterdam, Netherlands Vienna, Austria 2,533.0 Mbps
28 Moscow, Russia Stockholm, Sweden 2,522.0 Mbps
29 Amsterdam, Netherlands Oslo, Norway 2,488.0 Mbps

- Copenhagen, Denmark Diisseldorf, Germany 2,488.0 Mbps

- Diisseldorf, Germany London, U.K. 2,488.0 Mbps

- Disseldorf, Germany Prague, Czech Republic 2,488.0 Mbps

- Paris, France Washington, U.S. 2,488.0 Mbps

- Prague, Czech Republic Vienna, Austria 2,488.0 Mbps
35 London, UK. Washington, U.S. 2,378.0 Mbps
36 Milan, ltaly New York, U.S. 1,734.0 Mbps
37 Frankfurt, Germany Vienna, Austria 1,676.0 Mbps
38 Stockhoim, Sweden New York, U.S. 1,553.0 Mbps
39 Milan, ltaly Paris, France 1,242.0 Mbps
40 Helsinki, Finland Stockholm, Sweden 999.0 Mbps
41  Dublin, Ireland London, U.K. 872.0 Mbps
42 Oslo, Norway Stockholm, Sweden 862.0 Mbps
43  Frankfurt, Germany Ziirich, Switzerland 834.0 Mbps
44  Geneva, Switzerland Milan, Italy 735.0 Mbps
45 London, U.K. Stockholm, Sweden 701.0 Mbps
46  Frankfurt, Germany Prague, Czech Republic 593.0 Mbps
47 Vienna, Austria Ziirich, Switzerland 567.0 Mbps
48 Amsterdam, Netherlands Washington, U.S. 555.0 Mbps
49 Paris, France New York, U.S. 469.0 Mbps
50 Amsterdam, Netherlands New York, U.S. 465.0 Mbps

Note: Figures represent estimated internet bandwidth between Consolidated Metropolitan Statistical Areas or equivalents. Domestic backbone routes are omitted.

Data as of mid-2000.

Source: TeleGeography research

© TeleGeography, Inc. 2000
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. The Top 50 International Backbone Routes in Latin America and the Caribbean, 2000

Figure 10

Rank City, Country City, Country Internet Bandwidth
1 Sdo Paulo, Brazil New York, U.S. 4441 Mbps
2 Mexico City, Mexico Dallas, U.S. 165.0 Mbps
3 Mexico City, Mexico Los Angeles, U.S. 159.0 Mbps
4  Mexico City, Mexico New York, U.S. 156.5 Mbps
5 Mexico City, Mexico Houston, U.S. 155.0 Mbps
6 Buenos Aires, Argentina New York, U.S. 148.2 Mbps
7 Rio de Janeiro, Brazil Montreal, Canada 136.0 Mbps
8 Buenos Aires, Argentina Palermo, Italy 102.0 Mbps
9 Santiago, Chile Washington, U.S. 90.3 Mbps
10 Buenos Aires, Argentina Nova Scotia, Canada 79.0 Mbps
11 Séo Paulo, Brazil Montreal, Canada 68.0 Mbps
12 Monterrey, Mexico Houston, U.S. 525 Mbps
13  Hamilton, Bermuda New York, U.S. 49.0 Mbps
14 Caracas, Venezuela Miami, U.S. 470 Mbps
15 Rio de Janeiro, Brazil Miami, U.S. 46.0 Mbps
16 Caracas, Venezuela Atlanta, U.S. 45.0 Mbps
- Monterrey, Mexico Dallas, U.S. 45.0 Mbps
- Mexico City, Mexico Orlando, U.S. 45.0 Mbps
- Mexico City, Mexico Tampa, U.S. 45.0 Mbps
- Santiago, Chile Chicago, U.S. 45.0 Mbps
21 Buenos Aires, Argentina Washington, U.S. 425 Mbps
22  Séo Paulo, Brazil Washington, U.S. 33.5 Mbps
23 Lima, Peru New York, U.S. 29.0 Mbps
24  Buenos Aires, Argentina Montevideo, Uruguay 28.0 Mbps
25 Quito, Ecuador Miami, U.S. 21.7 Mbps
26 Lima, Peru Miami, U.S. 25.0 Mbps
27 Bogotd, Colombia Miami, U.S. 23.0 Mbps
28 Lima, Peru Washington, U.S. 20.0 Mbps
29 Caracas, Venezuela Washington, U.S. 18.8 Mbps
30 Rio de Janeiro, Brazil Washington, U.S. 17.5 Mbps
31 Bogoté, Colombia New York, U.S. 16.0 Mbps
32 Caracas, Venezuela Los Angeles, U.S. 15.0 Mbps
33 Santiago, Chile Miami, U.S. 14.0 Mbps
34 Rio de Janeiro, Brazil New York, U.S. 13.5 Mbps
35 Buenos Aires, Argentina Mexico City, Mexico 120 Mbps
- Buenos Aires, Argentina Miami, U.S. 120 Mbps
- Buenos Aires, Argentina San Francisco, U.S. 12.0 Mbps

- Rio de Janeiro, Brazil Dalias, U.S. 12.0 Mbps
- Santiago, Chile Los Angeles, U.S. 12.0 Mbps
- Sé&o Paulo, Brazil Los Angeles, U.S. 120 Mbps

- Quito, Ecuador Orlando, U.S. 120 Mbps
42  Bogota, Colombia Montreal, Canada 9.5 Mbps
43 Caracas, Venezuela New York, U.S. 8.8 Mbps
44  Santiago, Chile New York, U.S. 8.4 Mbps
45 Bogot4, Colombia Toronto, Canada 8.0 Mbps
- Buenos Aires, Argentina Lima, Peru 8.0 Mbps
- Buenos Aires, Argentina Santiago, Chile 8.0 Mbps
- Guatemala City, Guatemala Mexico City, Mexico 8.0 Mbps
- Lima, Peru Boston, U.S. 8.0 Mbps

- Lima, Peru Seattle, U.S. 8.0 Mbps

e

Note: Figures represent estimated Internet bandwidth between Consolidated Metropolitan Statistical Areas or equivalents. Domestic backbane rautes are omitted.
Data as of mid-2000.

Source: TeleGeography research © TeleGeography, Inc. 2000
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Figure 11. Map of Major African International Backhone Routes, 2000
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Source: TeleGeography research © TeleGeography, Inc. 2000
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Figure 12. The Top 50 International Backbone Routes in Africa, 2000

Rank _City, Country City, Country Internet Bandwidth
1 Johannesburg, South Africa New York, U.S. 117.0 Mbps
2 Johannesburg, South Africa Washington, U.S. 90.0 Mbps
3 Capetown, South Africa New York, U.S. 79.0 Mbps
- Johannesburg, South Africa Boston, U.S. 79.0 Mbps
5 Rabat, Morocco Paris, France 68.0 Mbps
6 Capetown, South Africa London, UK. 34.0 Mbps
7 Capetown, South Africa Los Angeles, U.S. 12.0 Mbps
- Rabat, Morocco Palermo, Italy 12.0 Mbps
- Tunis, Tunisia Montreal, Canada 12.0 Mbps
10 Johannesburg, South Africa London, U.K. 10.0 Mbps
- Tunis, Tunisia New York, U.S. 10.0 Mbps
12  Cairo, Egypt Amsterdam, Netherlands 8.0 Mbps
- Nairobi, Kenya Boston, U.S. 8.0 Mbps
- Tunis, Tunisia Palermo, Italy 8.0 Mbps
15  Cairo, Egypt New York, U.S. 6.5 Mbps
16 Gaborone, Botswana Montreal, Canada 6.0 Mbps
- Port Louis, Mauritius Paris, France 6.0 Mbps
18 Algiers, Algeria London, U.K. 4.0 Mbps
- Cairo, Egypt Atlanta, U.S. 40 Mbps
- Cairo, Egypt London, U.K, 4.0 Mbps
- Cairo, Egypt Montreal, Canada 4.0 Mbps
- Johannesburg, South Africa Windhoek, Namibia 4.0 Mbps
- Port Louis, Mauritius New York, U.S. 4.0 Mbps

- Rabat, Morocco New York, U.S. 4.0 Mbps
25 Cairo, Egypt Los Angales, U.S. 2.0 Mbps
- Algiers, Algeria Luxembourg 2.0 Mbps
- Algiers, Algeria Washington, U.S. 2.0 Mbps
- Antananarivo, Madagascar Paris, France 2.0 Mbps
- Cairo, Egypt Toronto, Canada 2.0 Mbps
- Dakar, Senegal Montreal, Canada 2.0 Mbps
- Nairobi, Kenya Montreal, Canada 2.0 Mbps
- Tripoli, Libya Montreal, Canada 2.0 Mbps
- Victoria, Seychelles Hong Kong, China 2.0 Mbps
35 Accra, Ghana Montreal, Canada <2.0 Mbps
- Kinshasa, Congo, D.R. of Brussals, Belgium <20 Mbps
37 Lagos, Nigeria Montreal, Canada <2.0 Mbps
38 Abidjan, Cote-d'ivoire New York, U.S. <2.0 Mbps
- Accra, Ghana Washington, U.S. <2.0 Mbps
- Annaba, Algeria Paris, France <2.0 Mbps
- Bamako, Mali Boston, U.S. <2.0 Mbps
- Dar es Salaam, Tanzania Boston, U.S. <2.0 Mbps
- Dar es Salaam, Tanzania Oslo, Norway <2.0 Mbps
- Harare, Zimbabwe Montreal, Canada <2.0 Mbps
- Harare, Zimbabwe Oslo, Norway <2.0 Mbps
- Harare, Zimbabwe Washington, U.S. <2,0 Mbps
- Kampala, Uganda Boston, U.S. <2.0 Mbps
- Nairobi, Kenya New York, U.S. <2.0 Mbps
- Nairobi, Kenya Paris, France <2.0 Mbps
- Nairobi, Kenya Singapore, Singapore <2.0 Mbps
- Ouagadougou, Burkina-Faso Montreal, Canada <2.0 Mbps

Note: Figures represent estimated Internet bandwidth between Consolidated Metropolitan Statistical Areas or equivelents. Domestic backbone routes are omitted.
Data current to October 2000

Source: TeleGeography research ® TeleGeography, inc. 2000
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Figure 14. The Top 50 International Backbone Routes in the U.S. and Canada, 2000
Rank City, Country City, Country Internet Bandwidth
1 New York, U.S. Londaon, U.K. 26,680.5 Mbps
2  New York, U.S. Amsterdam, Netherlands 9,958.0 Mbps
3 Montreal, Canada New York, U.S. 8,749.0 Mbps
4  San Francisco, U.S. Tokyo, Japan 7,550.0 Mbps
5 Chicago, U.S. Toronto, Canada 6,575.0 Mbps
6 New York, U.S. Toronto, Canada 4,862.0 Mbps
7 Seattle, U.S. Vancouver, Canada 4,707.0 Mbps
8 Washington, U.S. Frankfurt, Germany 3,663.0 Mbps
9 New York, U.S. Frankfurt, Germany 2,729.0 Mbps
10 Chicago, U.S. Montreal, Canada 2,488.0 Mbps
- Seattle, U.S. Toronto, Canada 2,488.0 Mbps
- Washington, U.S. Paris, France 2,488.0 Mbps
13 Washington, U.S. London, U.K. 2,378.0 Mbps
14  Toronto, Canada Washington, U.S. 2,176.0 Mbps
15 New York, U.S. Milan, Italy 1,734.0 Mbps
16 New York, U.S. Stockholm, Sweden 1,553.0 Mbps
17 Los Angeles, U.S. Tokyo, Japan 1,520.5 Mbps
18  San Francisco, U.S. Seoul, Korea, Rep. 1,336.6 Mbps
19  San Francisco, U.S. Hong Kong, China 1,209.5 Mbps
20 San Francisco, U.S. Sydney, Australia 1,030.0 Mbps
21 San Francisco, U.S. Singapore, Singapore 932.0 Mbps
22 Calgary, Canada Chicago, U.S. 777.0 Mbps
23  San Francisco, U.S. Taipei, Taiwan 741.5 Mbps
24 Chicago, U.S. Vancouver, Canada 622.0 Mbps
25 Washington, U.S. Amsterdam, Netherlands 555.0 Mbps
26 Los Angeles, U.S. Sydney, Australia 496.0 Mbps
27  New York, U.S. Paris, France 469.0 Mbps
28 New York, U.S. Amsterdam, Netherlands 465.0 Mbps
- New York, U.S. Palermo, Italy 465.0 Mbps
- San Francisco, U.S. Osaka, Japan 465.0 Mbps
31 New York, U.S. Sao Paulo, Brazil 4441 Mbps
32 Seattle, U.S. Tokyo, Japan 400.0 Mbps
33 SanFrancisco, U.S. London, UK. 355.0 Mbps
34  New York, U.S. Ziirich, Switzerland 324.0 Mbps
35 Los Angeles, U.S. Seoul, Korea, Rep. 310.0 Mbps
36 San Francisco, U.S. Auckland, New Zealand 255.0 Mbps
37  New York, U.S. Copenhagen, Denmark 245.0 Mbps
- Los Angeles, U.S. Hong Kong, China 245.0 Mbps
39 New York, U.S. Moscow, Russia 242.0 Mbps
40 Los Angeles, U.S. Auckland, New Zealand 200.0 Mbps
- San Francisco, U.S. Frankfurt, Germany 200.0 Mbps
42  San Francisco, U.S. Perth, Australia 196.1 Mbps
43  Sacramento, U.S. Seoul, Korea, Rep. 189.0 Mbps
44 Dallas, U.S. Mexico City, Mexico 165.0 Mbps
- San Francisco, U.S. Shanghai, China 165.0 Mbps
46 Los Angeles, U.S. Taipei, Taiwan 161.5 Mbps
47  Los Angeles, U.S. Mexico City, Mexico 159.0 Mbps
48  New York, U.S. Mexico City, Mexico 156.5 Mbps
49  Chicago, U.S. Calgary, Canada 155.0 Mbps
- Houston, U.S. Mexico City, Mexico 155.0 Mbps
Note: Figures represent estimated Internet bandwidth between Consolidated Metrapolitan Statistical Areas or equivalents. Domestic backbone routes are omitted.
Data as of mid-2000.
Source: TeleGeography research © TeleGeography, Inc. 2000

117



TeleGeography 2001 ’ © TeleGeography, Inc. 2000

118



Traffic Analysis




TeleGeography 2001 ) © TeleGeography, Inc. 2000

120



© TeleGeography, Inc. 2000

TeleGeography 2001

Overview of International Traffic Trends

The effects of telecom market liberalization began to take hold
in 1999, having been initiated in many countries only a year
earlier. Falling retail prices, combined with the sustained rapid
growth of mobile phone usage, caused traffic growth to surge
from approximately 13 percent in 1998 to over 15 percent in
1999. Worldwide intemational telephone traffic volume
reached 107.8 billion minutes in 1999. The strong growth of
intemational public switched minutes appears all the more
remarkable in light of slumping fax traffic volumes and the
increasing number of minutes moving off the Public Switched
Telephone Network (PSTN) thanks to bypass mechanisms such
as Voice-over-Internet Protocol (VoIP). Such trends during
1999 suggest that the international telecom industry had one
foot on the accelerator, but the other on the brake.

Pedal to the Metal

Mobile Telephony. Tens of millions of new mobile subscribers
boosted international call volumes in 1999. In Europe alone,
cellular operators added 75 million customers. The surge in
cross-border roaming calls, which regularly are counted as
international traffic, also contributed to heavier call volumes.
Together, mobile roaming and subscribership are key factors in
explaining why total intemational traffic from countries such as

Germany and the Netherlands, which had been growing at rates
of five percent or less in 1996 and 1997, showed double digit
growth in 1999,

Intensifying competition. Competition has intensified far more
quickly in countries which liberalized their intemational long
distance (ILD) markets in the late 1990s, compared to the
more gradual increases observed in those markets that liberal-
ized ten to 15 years ago. In the U.S., competition in ILD ser-
vices began in 1982-1983; 12 years later, in 1995, AT&T’s
market share was still more than 50 percent. In contrast, com-
petition was introduced in Germany in 1998, and Deutsche
Telekom’s market share had fallen to 55 percent by 1999.
While Deutsche Telekom’s decline in dominance has been par-
ticularly swift, its experience is certainly not unique (see Figure
1. Incumbent Market Shares Go in One Direction).

New Carriers. The fise of the multinational carrier (MNC}
model is one reason why incumbent market shares are shrink-
ing more quickly in the newly liberalized markets than in coun-
tries that introduced competition in the 1980s and early
1990s. Prior to the 1998 “Big Bang” telecom liberalization in
Europe and elsewhere, only a handful of countries permitted
competition.  Usually, only a few significant competitors

Figure 1. Incumbent Market Shares Go in One Direction
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Figure 2. Falling Prices, Falling Revenues
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emerged to challenge the incumbent. These carriers often
focused exclusively on one market. The proliferation of compe-
tition since 1998 has created a critical mass of deregulated
markets to support a multinational strategy, in which a carrier
provides facilities-based international service from many differ-

Figure 3. Charge of the Challengers
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ent countries (see “The Growth of International Services
Competition” in the Carriers section of this report). MNCs hold
a number of advantages over challengers pursuing a single
market strategy. First, they enjoy economies of scale. They can
apply the technical expertise, marketing skills, and company
funding developed through their initial efforts in one country to
new markets. Second, MNC affiliates have access to parent
company international networks, which permit end-to-end rout-
ing in many cases, thus facilitating the evasion of costly settle-
ment charges. Finally, because many of their clients are them-
selves multinationals, MNCs have a ready pool of customers
when they move into new markets. For all these reasons, multi-
national carriers can steal away incumbent market shares with
astonishing alacrity. In 1999, the number of minutes carried by
new competitors grew over 70 percent, and accounted for 24
percent of world PSTN traffic (see Figure 3. Charge of the
Challengers).

Taken together, the subsidiaries of many multinational carriers
now carry more traffic than the incumbent operators of most
countries. Some of these operators have emerged very quick-
ly. In just the last year, U.S.-based World Access has pur-
chased, among others, multinationals FaciliCom and
WorldxChange as well as German operator TelDaFax. If it com-
pletes its proposed merger with STAR Telecommunications,
World Access will be the fourth largest international carrier in
the U.S.

Multinational carriers need not be new operators. Teleglobe,
for example, has transformed itself from the overseas telecom
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service monopoly of Canada into a major global player. If the
five billion minutes of international traffic from all of its country
affiliates were to be aggregated, Teleglobe would be the third
largest carrier in the world, ahead of all but AT&T and
WorldCom.

Price cuts. Fierce price competition has spurred call volume
growth in many countries. However, TeleGeography’s research
indicates that competitive pressure has been so intense in some
countries that prices have fallen much faster than demand can
possibly increase. For example, in Germany, prices on some
routes have tumbled by as much as 90 percent in only two
years, while call volumes grew by only 45 percent (see Figure
2. Falling Prices, Falling Revenues).

The aggressive price-cutting strategies of new carriers have
placed incumbent carriers in a quandary—a tradition of
monopoly and heavy regulation have rendered many of them
uniquely ill-equipped to engage in price competition. If they cut
prices to compete with their rivals, they will undermine the
steep ILD profit margins on which they have based their busi-
ness. However, if they do not cut their prices, they will lose cus-
tomers to their new competitors. In Germany, prices fell so
rapidly that Deutsche Telekom had no choice but to follow suit.
However, their challengers cut prices far more aggressively, and
Deutsche Telekom lost not just market share, but also sub-
scribers. In the past two years, Deutsche Telekom’s intema-
tional voice traffic has fallen by 19 percent, and revenues have
plunged by 44 percent. In this, too, Deutsche Telekom’s expe-
rience has not been unique (again, see Figure 2).

Foot on the Brake

Fax Traffic.  The public switched traffic tracked by
TeleGeography includes both voice and fax minutes. Since the
1980s, fax has been a critical component in the traffic mix. Fax
traffic is particularly important on routes dominated by busi-
ness calling and between countries that do not share a common
language—that is, in cases when written language is more reli-
able than oral communication. Fax traffic has also been signif-
icant between countries separated by multiple time zones,
where fax and email are more reliable than real-time applica-
tions (e.g., voice). With fax, a person can send a message even
if the other party has left the office for the day.

Estimates for the mid-1990s put fax minutes at 30 percent of
total international traffic. Yet by 1999, fax appeared to
account for only half that share. Evidence points to email as
the culprit. In many situations, email has proven quicker,
cheaper, and easier to use than facsimiles; however, fax traffic
does remain significant on certain routes. Both email and fax
volumes are likely high from the United States, where 55 per-
cent of outgoing international traffic travels to countries more
than four time zones away. Fax as a share of total traffic is
highest from Asia, where multiple character sets render email a
less reliable technology than the trusty fax machine.

Figure 4. Bypass at Work?
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Bypass Traffic. In the case of bypass, the description of inter-
national traffic as “flows” is apt because these calls, like water,
seem to route around obstacles—such as high settlement rates.
The traffic tables in TeleGeography 2001 reflect the global total
of 107.8 billion minutes of public switched calls. We estimate
that, in 1999, an additional five to eight billion minutes skirted
the settlement rate mechanism, unaccounted (see Figure 4.
Bypass at Work?).

Growth of Voice-over-IP (VoIP), a form of bypass, is particular-
ly rapid. While VoIP accounted for only about 1.6 percent of
total intemational voice traffic in 1999, it represents a much
larger proportion of traffic on certain key routes. For example,
TeleGeography estimates that VoIP equaled at least 20 percent
of traffic between the U.S. and China in 1999. In 2000, we
expect global VoIP volumes to more than double.

The Road Ahead

The following pages explore in detail the directions in which
international telecommunications are heading. First, an analy-
sis of bypass and refile traffic provides a look at the drivers of
alternative traffic arrangements. Results from a three-month
survey complement this analysis with an in-depth study of
international VoIP. Information on mobile traffic volumes adds
another perspective, showing how the wireless industry shapes
international telecommunications. Finally, statistics on interna-
tional call quality suggest how metrics besides call prices and
volumes are important for understanding international telecom
trends. @=@
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Bypass and Refile Traffic

Until just a few years ago, international telecommunication
companies shared the cost and revenue for nearly every
cross-border public switched call in accordance with the
decades-old accounting rate regime. To send a call abroad,
a carrier would route the signal onto its own international
“half circuit,” then transfer the call onto the matching net-
work of its foreign counterpart for final termination. For this
service, the originating carrier would pay the foreign telco a
hefty settlement fee, usually equal to one-half the account-
ing rate negotiated by the two carriers. However, as com-
petition shrinks profit margins, carriers are finding new ways
to protect their bottom lines; one approach is to retain more
of their existing revenue streams by sending traffic around
this settlement system.

Legal Bypass

Legal bypass, which eschews traditional international settle-
ment in favor of direct interconnection with foreign local
exchange carriers (LECs), accounts for the largest portion of
alternatively routed traffic. Regulators often refer to the
practice as International Simple Resale (ISR}, reflecting the

practice of leasing and re-using private lines from foreign
carriers—for many years, the only way to acquire a line to
international destinations. This practice is gradually giving
way to new options, such as the outright ownership of band-
width between and within multiple countries.

In 1999, legal bypass traffic accounted for approximately
15 percent of international call volumes worldwide. This
percentage is surprisingly large considering the relatively
small number of countries (at present, only a few dozen)
that permit these alternative termination arrangements.
However, legal bypass represents a growing portion of inter-
national traffic because, although few in number, these
countries tend to have very high traffic volumes. Of the 20
largest countries ranked by international minutes, 16 offer
some form of direct interconnection. Although the U.S. reg-
ulator permitted ISR with only 23 countries in 1999, these
routes accounted for one-quarter of all U.S. outgoing traffic
(see Figure 1. Top ISR Routes with the U.S., 1997-1999). .
Yet those sums are just the beginning. Not all U.S. carriers
used ISR to connect their calls to these 23 countries. If

Figure 1. Top ISR Routes with the U.S., 1997-1999
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Figure 2. Call Delivery Methods

Standard Public Switched Call
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3. Call is re-rerouted to incum-
bent telco’s network and com-
pleted as a local call on PSTN.
No international settlements
are paid by the originating car-
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nating country.

© TeleGeography, Inc. 1999

every carrier did, nearly 50 percent of U.S. traffic would
take advantage of legal bypass.

lllicit Bypass

Although calis to countries where ISR is legal constitute
almost 50 percent of U.S. outgoing traffic, they account for
a mere 17 percent of total U.S. settlement outpayments.
The remaining 80 percent of settlement revenues flow to
countries where accounting rate bypass is illegal and per
minute termination rates are, on average, four times higher.
These countries present the greatest cost savings opportu-

nities for bypass of the settlement rate and are, therefore,
the most attractive targets for carriers seeking to evade set-
tlement payments (see Figure 3. Bypass Targets). Some
countries, {appearing in Figure 3 as gray circles hugging the
“x” axis) have very high settlement rates but low volumes
of incoming traffic. Other countries, (stacked along the “y”
axis in Figure 3) receive substantial amounts of incoming
calls but have low settlement rates. It is the combination of
relatively high settlement rates and heavy traffic volumes
that has historically created large volumes of illicit bypass
traffic (e.g., to China, Jamaica, Philippines, Brazil, India,
and Mexico).
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Figure 3. Bypass Targeis

Traffic and Settlement Rates from U.S. Carriers, 1999
1000 - ‘
Mexico
s
s « India
=
”’: £
T 60
3 Brazil
“‘; kS
p] “
2 Philippines
= 400
o
o .
e o ' Jamaica
8 i e G
£ 200 - = Y = China
iy 8w .
Y EE .
a® :;\:& L g # ® % K
i 2 iw g, By ,{,Q’o" @ 2 —
0 - el St ae et vy 5« s
$0.00 $0.20 $0.40 $0.60 $0.80 $1.00
Settlement Rate with U.S. per Minute

Note: Data are for the three largest U.S. carriers {AT&T, WorldCom, and
Sprint). Traffic to Mexico is off this scale at 3.6 biilion minutes with a settie-
ment payment of $0.26 per minute. :

Source: TeleGeography research © TeleGeography, Inc. 2000

Carriers looking to smuggle phone calls into foreign coun-
tries have a range of options. Internet Protocol (IP) tele-
phony is one, relatively new, avenue for bypass. The trans-
mission of voice over packet-switched data networks may
occur primarily over the public Internet, or through private
managed lines and terminating on traditional handsets.

Companies can also accomplish bypass through older,
switch-based technologies. Although few countries permit
direct interconnection with the domestic PSTN necessary for
ISR, many are more lenient in licensing intra-company ser-
vices for multinational corporations, provided that calls are
contained within a “closed” user group. A common ploy for
illegal bypass is to lease international circuits from an
incumbent apparently for such closed use, then “leaking”
non-group international minutes onto the local network.

So how much international traffic illegally bypasses the
accounting rate system? By virtue of their illicit character,
traffic volumes in this “gray market” are extraordinarily dif-
ficult to track. A smuggling arrangement is often transient:
carriers lease a private line, aggressively ramp-up interna-
tional call volumes, and then terminate the operation just as
guickly, before local authorities even raise an eyebrow.
TeleGeography estimates that illicit bypass volume was
somewhere in the range of four to seven percent of global
international traffic in 1999. Of these calls, roughly one-
third traveled as VoIP, the remainder as switched bypass
over leased lines. Moreover, VoIP volumes are set to climb
dramatically in the next few years. (See “VoIP Routes &
Traffic” below.) Although illicit bypass accounts for only a
small percentage of total world traffic, the practice wreaks
havoc in some countries, siphoning up to 35 percent of
incoming international traffic. In 1999, an estimated $200-
250 million dollars in settlement payments were lost due to
illicit bypass from the U.S. alone.

Figure 4. The Refile Shell Game
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Hypothetical Refile Transactions

Setttement  Refile Settlement Gain

wj/o Refile Fee w/ Refile  {Loss)
Origin. UK. ($0.66) ($0.25) $0.41
Hub u.s. $0.25 {$0.15) $0.10
Destin. Kuwait $0.66 $0.15 ($0.51)
Origin. UK. ($0.59) {$0.35) $0.24
Hub u.s. $0.35 ($0.25) $0.10
Destin. Peru $0.59 $0.25 ($0.34)
Origin. U.S. ($0.34) ($0.23) $0.11
Hub UK. $0.23 ($0.13) $0.10
Destin. Cyprus $0.34 $0.13 ($0.21)

© TeleGeography, inc.

126



© TeleGeography, Inc. 2000

TeleGeography 2001

Refile

Refile represents a third form of alternatively routed traffic.
Instead of avoiding accounting rates altogether, those carri-
ers employing refile bend the rules of the international set-
tlement regime to their advantage. Refiling occurs when a
carrier secretly re-routes an outgoing international call
through a third country, taking advantage of the intermedi-
ate country’s lower settlement rate with the final destination
country. Although the legal status of refile is more debat-
able than that of many other forms of bypass, the practice
is certainly illicit. With the intent of disguising the true ori-
gin of traffic, the refile carrier in the intermediate country
strips the numbering code, which identifies the originating
country, replacing it with its own country code. This ruse
makes economic sense in cases where settlement rate dis-
parity exists between originating countries. For example, in
mid-year 2000, the official settlement rate for traffic to
Kuwait was $0.15 per minute from the U.S. and $0.66 per
minute from the U.K. (see Figure 4. The Refile Shell Game).
By charging British carriers a fee somewhere between the
U.S. and U.K. rates—say, $0.25 for a one-minute call—a
U.S.-based refiler could turn a $0.10 profit. Another winner

would be the British carrier, saving $0.41 (minus the negli-
gible transmission costs of re-routing the call through the
U.S.). In contrast, the Kuwaiti telco wouid lose $0.51 in
potential settlement income from the transaction.

Refile traffic accounted for approximately 9.5 percent of
world international call volumes in 1999. This percentage is
much higher on routes to some developing countries, which
tend to have higher settlement rates with most of their cor-
respondents. For example, up to one-third of all calls to
India, Pakistan, and Malaysia may have been refiled in
1999, resulting in a significant loss of settlement income in
those countries.

Conclusion

Countries wishing to stamp out refile and illegal bypass face
two realistic options. The first option is to invest in the
sophisticated technology necessary to detect the many
sources of illicit flows, with an eye to quashing bypass oper-
ations in the long term. The other option is to lower the offi-
cial settlement rate, which would reduce the incentive for
bypass and refile, forcing the would-be illicit operators
above ground by drying up their margins, @=@
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VoIP Routes & Traffic

Entering Adolescence

Since TeleGeography began tracking international phone
calls more than a decade ago, market forces and technolog-
ical innovation have driven down prices and increased traf-
fic flows across the globe. The Internet has no doubt played
a significant role in accelerating this process in the last few
years, but quantifying the effect on actual traffic flows has
been largely a speculative practice. Just two years ago, the
combined traffic of all the companies routing international
calls over Internet Protocol (IP) networks accounted for less
than one-half of one percent of the world’s international
minutes. Although Voice-over-IP (VoIP) has only recently
left its infancy as an alternative to traditional circuit-
switched calling, the core infrastructure and support sys-
tems necessary for making VolP a serious choice have now
come online,

In 1999, cross-border VoIP call volumes reached approxi-
mately 1.7 billion minutes—about 1.6 percent of total inter-
national voice traffic. Based on TeleGeography’'s survey

results for the first half of 2000, the total international VolP
market should reach 3.7 billion minutes for calendar year
2000 and, if the growth continues, 6.2 billion minutes in
2001 (see Figure 1. International VolP and PSTN Traffic
Summary).

But the VoIP industry is still young and unpredictable.
While new and incumbent carriers alike are laying plans for
IP networks that will carry all of their voice traffic in coming
years, they have a way to go yet. The industry is still dri-
ven by specialist VoIP providers acting as carriers’ carriers
to established phone companies, taking advantage of the
arbitrage opportunities between official PSTN settlement
fees and the de facto termination rates they can achieve
(see Figure 3. Major VoIP Carriers & Traffic). VoIP clear-
inghouses that link together the raft of new entrants which
need a means to exchange traffic and settle accounts are
also important (see Figure 4. Major VoIP Clearinghouses).
The myriad new retail VoIP businesses that offer free PC-to-
phone calling by way of advertising on Web-based commu-

Figure 1. International VolP and PSTN Traific Summary
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tional facilities as well as international simple resale (ISR} facilities.
Source: TeleGeography survey results

Note: In these figures, Voice-over-iP {VoIP} traffic includes all eross-border voice calls carried on 1P networks but termmated on public swiiched telephane net-
warks;, PC-to-PC communications and private network fraffic are excluded. PSTN traffic includes cirguit-switched voice and fax traffic carried on traditional interna-
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Figure 2. The Top 20 U.S.-Originated VolP Routes, 1999-2000

Largest U.S.-Originated VolP Routes, 1999

1. U.S. to Mexico

2. U.S.to Israel

3 US.toChina ................
4. U.S.toKorea,Rep. ...........
5. US.toindia.................
6.

1.

8.

US.toUK ..................
U.S. to Singapore
US.toBrazil ................
9. U.S.to Canada
10. U.S.toEcuador ..............
11. US.toGreece ..............
12. US.toFrance ...............
13. U.S.to Peru
14. U.S. to Philippines............
15. US.toGermany .............
16. U.S.toMalaysia .............
17. US.toRussia ...............
18. US.toAustralia .............
19. US.toTaiwan ...............
'~ 20. U.S.to Hong Kong
Other routes 7 26%
Routes expressed as a percentage of reported international VoIP traffic

Largest U.S.-Originated VolP Routes, 2000

1. US.toMexico...............
2. US.toChina ................
3. UStoUK...................
4, US.toBrazil ................
5 US.tolsrael ................
6. US.toRussia ...............
7. US.toCanada...............
8 US.tolndia.................
9. US.toBulgaria..............
10. US.toPoland ...............
1. US.to S Africa..............
12 US.toRomania..............
13. US.toGreece ...............
14, U.S.tolebanon..............
15, U.S. to Philippines ............
16. US.toPeru .................

17. U.S.to Colombia ............. 1%
18. US.toTaiwan ............... B 1%

19. U.S.to Bangladesh ...........
20. US.toKorea,Rep. ...........
Other routes

25%
Routes expressed as a percentage of reported international VolP traffic

Note: Route rankings are hased on actual traffic reports by major wholesale and retail VoIP carriers as well as VolP clearinghouses. Figures do not include ali VoIP
carriers and routes, however, so some omissions may have occurred. Year 2000 rankings are based on statistics supplied for the first six months of 2000.

Source: TeleGeegraphy survey results . ©
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nications portals constitute a third driver of traffic, although
most of these flows do not cross international borders as of
yet.

Our Survey

Given the still nascent stage of the VolP industry, the
installed base of circuit-switched transmission equipment,
and the difficulty of tracking calls terminated in places where
you may hot want to advertise your success, making pre-
dictions is hazardous business. Instead, in this essay we
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focus on what we do know. The statistics and analysis pre-
sented on these pages are based on TeleGeography’s first
annual VoIP routes survey, concluded in September 2000.

The goal of our survey was twofold: first, to measure how
much VolIP traffic transits international networks; and sec-
ond, to establish where it is going. The data presented here
include international phone calls that transit public or pri-
vate IP networks at some point but are ultimately terminat-
ed on traditional fixed or mobile networks. PC-to-PC com-
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Figure 4. Major VoIP Clearinghouses

1999 (Jan.-Dec.) 2000 (Jan.-June})

Clearinghouse/URL Members Traffic Revenue Members Traffic  Revenue

Concert Global Clearinghouse 84 90m n.a. 100 120m n.a.
(www.concert.com)

GRIC Comm., Inc. 250 98 m $8.0m 350 118 m $11.7m
( www.gric.com)

ipx, inc. 3 15m $23m 31 19m $26m
{www.ipx-inc.com)

Telia Clearinghouse Services 3 m $0.7m 34 17m $1.8m
{clearinghouse.telia.com)

Source: TeleGeography survey research and company reparts

Note. Concert, ipx, and Telia traffic and revenue figures are for international VoIP minutes only; GRIC traffic and revenue figures include per-minute tracking of dial-
up Internet service roaming. Clearinghouse membership figures for 1998 are current to December and 2000 figures are current to June.
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munications and private corporate network traffic are
excluded because neither are directly comparable to PSTN
traffic flows. And, because our survey is based on the
reports of most—but not all—companies carrying VoIP traf-
fic, some routes may be under-reported. As a result, the
route tables in Figure 2 present traffic flows in relative pro-
portions rather than absolute minutes as we do in our PSTN
tables.

The Results

Overall, our findings prove what we already suspected—that
VoIP is a new means to an old end. Because U.S.-based
companies have had a head start in setting up their busi-
nesses, most of the world’s VolP traffic currently originates
in the U.S.—each of the world’s top 20 VolP routes for
1999 and 2000 originate there. Furthermore, because the
Internet remains U.S.-centric, U.S.-based VolP carriers have
access to the most international IP bandwidth at the lowest
prices. And, just as the U.S. continues to act as the prima-
ry hub for Internet traffic, the U.S. may retain its position as
a refile hub for VolP traffic even as the ranks of VoIP carri-
ers proliferate into Western Europe and Asia.

Although VoIP calling patterns run roughly parallel to estab-
lished PSTN demand, the largest share of VoIP traffic has
terminated in the countries where existing PSTN settlement

rates are highest relative to the actual cost of getting the call
there. Also, because quality expectations may be lower on
many popular arbitrage routes, VolP calls compare favor-
ably to the equally mediocre quality of many circuit-
switched calls.

The obvious example of the initial trend is traffic on the
U.S.-Mexico route, which accounted for about one-third of
global VolIP traffic in 1999 and 2000. In the near future, we
also expect that traffic into China, Brazil, and India will
increase dramatically as VolP termination arrangements
expand and IP infrastructure matures, providing a viable
alternative to prohibitively high PSTN settlement rates (see
Figure 2. The Top 20 U.S.-Originated VoIP Routes, 1999-
2000).

But VoIP is not all about arbitrage. Although established
carriers have yet to migrate much of their traffic onto VolP
networks, many have begun trials or made announcements
of their transition to more efficient all-IP infrastructure in
coming years. Moreover, as new IP communications ser-
vices and devices become available, they may stimulate new
demand and increase VoIP traffic flows beyond the growth
rates characteristic of the traditional voice telephony mar-
ket. We will be watching—and reporting—these develop-
ments as they occur, @=@
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International Traffic from Mobile Phones

“By 2001, one in ten intemational calls will orig-
inate on mobile terminals.”

~TeleGeography 2000

That bold statement, penned just one year ago in the first-
ever study of mobile-based international call volumes, had
the right idea but the wrong date. Mobile-originated inter-
national calling already has exceeded the envisioned one in
ten ratio, increasing from eight percent of international calls
in 1998 to 11.5 percent in 1999 (see Figure 1. Mobile vs.
Fixed International Traffic and Subscribers by World Region,
1999). At current growth rates, mobile calls in 2001 will
account for one out of every four intemational minutes. Two
factors in particular help explain the growing importance of
mobile networks in international calling: wireless subscriber-
ship growth and roaming.

Subscribership

Sometimes, the simplest explanations are the best: mobile-
originated international minutes are increasing because more
people are using cellular phones. While fixed line sub-
scribership growth remains in the single digits in most regions

of the world, mobile subscribership growth has not slowed
from its torrid pace in the 1990s. In Africa, the number of
new mobile phone lines doubled during 1999. In Europe,
cellular subscribership grew by 60 percent—a fact all the
more remarkable when one considers that there were already
100 million mobile phone users in 1998. Mobile users now
account for one-third of all phone subscribers worldwide,
and appear set to exceed fixed lines around the middle of
this decade.

The growth of mobile-originated international traffic stem-
ming from subscribership changes may be as much a case of
traffic substitution as it is of traffic creation. Many of the
international calls placed from wireless phones would other-
wise have been dialed from fixed line sets. Furthermore,
although most people still use cellular phones as a supple-
ment to their fixed line phones, growing numbers of sub-
scribers are switching off their fixed lines altogether.
Between 1998 and 1999, the total number of active fixed
lines actually declined in fourteen countries, including
Austria, Japan, and Israel. The growing disparity in wireless
versus fixed subscribership patterns helps explain why inter-

Figure 1. Mobile vs. Fixed International Traffic and Subscribers by World Region, 1999
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national call minutes from mobilé phones increased by a
robust 66 percent in 1999 compared to a relatively paltry
11 percent growth from fixed line phones.

Roaming

Calls from cell phone users when traveling abroad represent
a second major impetus for traffic growth. The reason has to
do with the roundabout circuit that many roaming calls take.
If a German businessman traveling \in Ziirich were to call
someone in Switzerland, for example, the call likely would
first be switched through his operator’s facilities in Germany
before traveling back across the Swiss border. Each roaming
call—even calls to local destinations in Zlirich—would count
as international traffic from Germany to Switzerland.

In contrast to the subscribership effect, which shifts some
international traffic from fixed lines onto mobile phones,
roaming largely creates new international traffic that other-
wise would not exist. In 1999, for example, the number of
international call minutes from Germany to Switzerland
increased from 400 to 650 million minutes, a fact that is
hard to explain except for roaming.

Roaming is particularly significant in Europe, Africa, and
Asia, where the common standard Global System for Mobile
Communications (GSM) permits interconnectivity. The wide-
spread use of roaming over GSM networks helps explain why
international mobile calls appear so high in these regions
(see Figure 2. Percent of international Traffic from Mobiles,
1998-1999). Roaming is even beginning to have a notice-
ably upward impact on total international traffic volumes.
Mobile-originated international traffic is one reason why

Figure 3. Mobile Subscribers and International :
Traffic for Selected Countries, 1939
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Figure 2. Percent of International Traffic from
Mobiles, 1998-1999
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total international traffic from Europe in 1999 grew at its
fastest pace in over a decade. The roaming phenomenon is
also a factor in the low level of international calils placed from
cellular phones in the U.S., where GSM networks are less
common (see Figure 3. Mobile Subscribers and International
Traffic for Selected Countries, 1999).

Limits to Growth

Despite the spectacular increases in mobile-originated inter-
national calling, limits to its growth do remain. Worldwide,
individuals place 105 minutes of international calls per year
on their fixed line sets but only 25 minutes per year on their
mobile phones. In Italy, over half of all telephones are
mobiles, and yet 74 percent of international calls come from
wireline phones. The reason is that, despite their drive
toward ubiquity, mobile terminals are not perfect substitutes
for wireline telephones. In many countries, call prices from
mobile phones remain more expensive than from wireline
sets. Also, many people prefer to place international calls
from their offices or homes, where they have more reliable
call quality and less background noise. As we concluded in
our TeleGeography 2000 analysis, it seems safe to say that
“the fixed line telephone will remain the dominant medium
for originating and terminating intemational calls” for the
foreseeable future, But then again, the astonishing growth
of cellular telephony has a history of leaving even the best
predictions in its wake. @=@
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International Call Quality Metrics

Minutes, revenues, bandwidth—all are vital statistics for track-
ing changes in the telecom industry. In fact, much of what we
know about international telecommunications traffic reflects
such volumetric data. Yet statistics that describe call quantity
paint only a partial picture—call quality is also a critical com-
ponent. However, while collecting volumetric data is relatively
straightforward; quality, on the other hand, is subjective. So
how can quality be quantified?

Measuring the Subjective

Monnet UK Ltd., an independent Quality of Service (QoS)
arbiter; is implementing one approach. In addition to monitor-
ing call quality on its clients’ networks, Monnet also constructs
industry benchmarks, pooled from data provided by participat-
ing carriers. Figure 2 shows survey results for 45 destination
countries, based on a sample of 30 million international calls
from German and U.K: carriers between June 1 and August 31,
2000.

Monnet employs three indicators to measure call quality:

* Answer Seizure Ratio. ASR measures the percentage of
successful call attempts between a switch and a given desti-
nation. A 50 percent ASR means that only one-half of all
call attempts were answered by a person or device; an unan-

swered call or busy signal counts as an unsuccessful call.
That means ASR is affected not only by performance fac-
tors—availability of dial tone and the network’s ability to
establish a transmission path or switch a call—but also by
phenomena ranging from a changed dialing code to a holi-
day season, leading to more unanswered calls due {o wrong
numbers or busy signals. ASR standards vary significantly
by region. For example, the range of acceptable ASR for
calls.to developed countries generally is 60 to 75 percent.

« Post Dial Delay. PDD measures the time it takes a net-
work to establish a connection once the caller has finished
dialing. Hence, a PDD of 8.2 means that an average of 8.2
seconds elapse between the dial and the ring at the other
end.

« Call Quality Index. CQl, expressed on a scale of 0 to
100, consists of a basket of five qualitative factors: signal
level, noise, echo path loss, echo path delay, and speech
activity. All five factors are based on a technical model pro-
vided in ITU-T Recommendation G.107 (www.itu.int/itudoc/itu-
tirec/g/g100-699/s g107.htm). To earn a “best” ranking, a call
must post a CQl score between 80-100; on the other end of
the scale, a CQI of less than 60 is characterized as “poor.”
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Figure 2. Quality Metrics on Calls from Germany and the UK., June-August 2000

Answer Seizure Ratio Post Dial Delay (seconds) Call Quality Index
Destination from Germany  from U.K. from Germany  from U.K, from Germany from U.K.
Australia 42% 37% 8.2 9.0 61.4 53.8
Austria 67% 29% 5.4 4.5 78.1 68.5
Belgium 54% 30% 27 6.1 67.7 60.6
Brazil 34% 37% 5.5 45 62.5 64.9
Canada 63% 72% 49 17 83.8 83.6
Chile 35% 13% 36 5.1 60.6 67.2
China 33% 28% 7.1 10.3 491 52.5
Colombia 34% 22% 5.6 4.9 55.5 58.2
Denmark 53% 56% 6.0 3.6 446 64.6
Ecuador 16% 24% 7.1 4.1 52.5 53.6
Finland 47% 60% 5.3 29 66.4 65.2
France 34% 57% 45 34 585 540
Germany 44% 61% 16 2.3 68.0 712
Ghana 14% 19% 6.1 6.4 429 38.8
Greece 48% 45% 49 2.3 58.8 64.1
Hong Kong 60% 56% 6.0 40 75.8 41.7
India 19% 24% 13 14 47.4 55.9
Ireland 52% 43% 29 47 81.7 62.3
israel 20% 36% 8.7 6.9 61.1 63.5
Italy 31% 24% 46 9.4 53.7 58.1
Japan 42% 20% 1.0 6.3 79.8 76.4
Korea, Rep. 27% 32% 8.1 6.0 69.3 59.4
Kuwait 46% 36% 42 49 56.1 58.3
Macedonia 27% 36% 6.7 49 48.2 55.1
Malaysia 44% 46% 6.9 5.9 714 63.4
Mexico 1% 39% 57 5.6 68.0 704
Netherlands 47% 44% 29 5.9 67.9 58.8
Norway 14% 52% 40 42 51.7 67.6
Pakistan 14% 19% 6.6 5.7 46.0 441
Peru 31% 42% 349 5.1 51.9 61.5
Philippines 34% 34% 1.2 5.3 52.8 56.6
Poland 47% 46% 4.2 43 66.9 65.2
Romania 47% 25% 20 7.1 60.0 63.8
Russia 34% 31% 6.0 5.2 64.9 58.1
Saudi Arabia 36% 40% 43 42 54.0 59.2
Singapore 60% 61% 73 3.2 0.2 55.2
South Africa 59% 45% 15 5.3 55.0 59.0
Spain 30% 20% 8.1 6.2 58.7 59.6
Sweden 49% 61% 24 6.2 74.0 60.7
Switzertand 34% 49% 48 37 65.8 69.4
Taiwan 37% 51% 17 5.8 58.0 57.6
Turkey 26% 28% 4.2 1.6 53.7 56.6
UAE 34% 38% 92 6.4 64.7 63.0
United Kingdom 48% 73% 28 24 7.2 68.4
United States 66% 73% 32 28 81.5 68.8
Average (Summer 2000} 40.0% 1.0% 50 5.4 65.2 61.4
Average (Summer 1999) 58.0% 42.9% 34 47 75.6 60.0

Source: Monnet UK 1td,, 2 Honey Lane, Cheapside, London EC2V 8BT, UK.
Tel +44 20 7367 5350 » Fax +44 20 7367 5360 « Email: info@monnet.uk.com* httpy//www.monnetuk.com Design © TeleGeography, inc. 2000
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Many factors affect CQI scores, including basic infrastructure
problems, packet loss in {P networks, the excessive use of
compression, and switching calls between many service
providers.

Window on Industry Change

For carriers that subscribe to quality testing services such as
Monnet’s, industry-wide benchmarks provide an essential tool
for pinpointing those network links that are not up to par with
the competition. Beyond the immediate commercial benefit to
subscribers, benchmarks also identify wider industry trends,
such as the predictable gap between call quality to developing
and developed countries due largely to weaker telecom infra-
structure.

Ouality data vary not only by destination, but by the country
of origination and time period studied, as well. For example,
calls measured by Monnet during the June-August 1999 peri-
od from Germany scored markedly higher than those calis from
the U.K. In the summer of 2000, however, averages of call
quality statistics from the two countries were nearly identical.
Possible explanations for this convergence point to wider impli-
cations for the industry:

* Mobile Traffic. "When a call transits a mobile network,
a number of characteristics appear that tend to drive
down Call Quality Index scores—noise, echo, and delay
(see Figure 1. Call Quality from Germany to Mobile and
Fixed Line Telephones). The economics of sending calls
to mobiles further complicate the metric; high intercon-
nect fees to mobile networks induce terminating carriers
in some countries to answer those incoming calls des-
tined for mobile phones with a busy signal. This practice
may partially explain the sliding German call quality dis-
cussed earlier, considering the high growth rate of traffic
to mobile terminals from Germany.

* Rapidly expanding call volumes. Especially in newly
opened markets such as Germany, emerging carriers
sometimes attract more traffic than originally anticipated
by network planners. Some network links simply cannot
handle these unexpectedly heavy traffic loads, and the
network upgrades necessary to accommodate such traf-
fic volumes require investment over a long time period.
In order to continue offering service while networks are
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overloaded, some carriers have resorted to “call gap-
ping.” Using this practice, a carrier accepts only a limit-
ed portion of total placed calls at any one time; individ-
uals whose calls are blocked generally hear a recorded
message stating that “all circuits are busy.”

* Price/Quality Tradeoff. In Germany, call prices on
some international routes have plummeted 90 percent in
just two years, squeezing profit margins. In response,
more service providers are willing to purchase minutes
from wholesale carriers at mediocre quality—as long as
they deliver at rock bottom prices. Many of these whole-
sale carriers operate in the gray market of international
telecommunications, using alternative routing technolo-
gies such as Voice-over-Internet Protocol (VoIP) to evade
costly PSTN settlement charges. While these mecha-
nisms enable cost-cutting by carriers, they can also frus-
trate call quality guarantees.

¢ Least Cost Routing. Overall, the correlations between
Germany- and U.K.-originated call quality metrics were
markedly higher in 2000 than in 1999. For example,
CQl ratings from Germany and the U.K. tended to be
more highly correlated in 2000 than in 1999 to various
destinations (e.g., India and Kuwait). This convergence
of U.K. and German call quality data suggests a greater
reliance on least cost routing. Fueling this trend are the
many fast-growing multinational carriers in Germany with
a substantial presence in other major markets, such as
the U.K. Often, these carriers switch calls through affiii-
ate networks before sending them on to their final desti-
nations. If, as seems likely, calls from Germany and the
U.K. are carried increasingly over the same intermational
links, it stands to reason that call quality levels for these
two countries will converge.

Call quality metrics are a critical part of the movement
toward a more robust standard of international service.
First and foremost, specific call quality metrics enable carri-
ers to monitor flow and to diagnose their networks for main-
tenance and upgrades. However, industry benchmarks also
illuminate technological and regional trends that impact
wider business development decisions. @=®
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" Global Traffic Review

Figure 1. International Traffic and Main Line Growth
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Note: Data include outbound international traffic on public networks only. Prejections assume 15% traffic growth, 5% main line growth, and 30% mobile subscriber
growth annually. Source; {TU and TeleGeography research
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Figure 2. International Traffic, Revenue, and Subscriber Growth

Historical Trend Siow Growth Same Growth Fast Growth
. CAG CAGR CAGR CAGR
Indicator 1995 1999  1995-99 2003 1999-2003 2003 1999-2003 2003 1999-2003
Calls (bn}) 171 347 19.3% 60.4 14.9% 67.1 18.0% 719  20.0%
Minutes (bn) 61.6 1075 14.9% 169.2 12.0% 188.0 15.0% 2014 17.0%
per main line subscriber 89.0 119.4 16% 151.7 6.2% 163.9 8.2% 170.8 9.3%
per main line plus mobile 789 716  -04% 736 -1.3% 743 -1.1% 722 -1.8%
Revenue {US$ bn) 55.0 66.7 4.9% 719 1.9% 69.9 1.2% 65.4 -0.6%
Assumptions
Call length {mins) 36 31 -3.7% 28 -2.5% 2.8 -2.5% 2.8 -2.5%
Price per minute (US$) 090 0.62 -8.9% 0.43 -9.0% 037 -12.0% 032 -15.0%
Main lines (m) 691 900 6.8% 1,115 5.5% 1,147 6.3% 1,180 7.0%
Mobile subscribers {m) 89 485 52.8% 1,184 25.0% 1,385  30.0% 1,611 35.0%
Total subscribers {m) 781 1,385 15.4% 2299  135% 2532 16.3% 2791 19.1%
Note: 1995-99 based on reported data. 2000-2003 based on ITU and TeleGeography forecasts. Scenarios are as follows:
1. Slow Growth: Traffic growth slows as minutes move off the public switched network (PSTN) and large markets mature.
2. Same Growth: Traffic growth continues at similar rate of last five years, assuming that faster rates of price-cutting keep traffic on the PSTN.
3 Fast Growth: Traffic growth increases, assuming a faster growth rate of network subscribers and faster rates of price-cutting, plus a
significant component of new demand created by international traffic generated from mobiles

Source: {TU Warld Telecammunication Indicators Database, \TU estimates, and TeleGeography research
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Figure 3. Intercontinental Traffic Flows, 1997 & 1999

TeleGeography 2001

«wf.z:ﬂ),.vé,;i
R N
PR RN

aouady
e

© TeigGeography, Inc. 2000°

tinen-
in 1993
was 266 billion minutes, approxi-

utes. The

Hid

These maps show all intercon
annual volume of
illion m
total vplume of these routes

fal routes with an
more than 00 m
tional traffic.

b e,

100

Million Minutes

00
Each band is proportional to the total

5

ic Flows

1

Traff
2,500
tions between each pair

R
W T

ireg

Py s o SRR

BRGaE SRR

N i,
L

ey
both d
of countries.

K

annual traffic on the public network mately 25 percent of global interna-

n

e
S
dN

~ e

140



© TeleGeography, Inc. 2000 TeleGeography 2001

[nternational Traffic by Region

Figure 1. Interregional Traffic Flows, 1999
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Figure 2. International Traffic by Origin, 1999 Figure 3. Traffic Growth by Region, 1998-1999
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Figure 4. European Telecommunications Traffic Flows, 1999
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Figure 5. Latin American Telecommunications Traffic Flows, 1999
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Figure 6. Asian Telecommunications Traffic Flows, 1999
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International Traffic by Country

Figure 1. Outgoing International Telephone Traffic Growth for Selected Countries, 1998-1999
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Figure 2. Telephone Traffic Balances for Selected Countries, 1999
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Figure 3. International Traffic Indicators, 1999
International Traffic
Outgoing Incoming Balance Population Minutes (Out) Main Lines Minutes (Out)
(m minutes)  (m minutes}  (m minutes) (m) per Capita (thous.)  per Main Line
Albania (a) 746 121.7 47.1 39 19.4 140 531.4
Algeria (d} 1213 n.a. n.a. 30.1 40 1,477 82.1
Andorra 532 n.a. n.a. 0.1 708.3 n.a. 1,516.9
Angola 35.0 331 -1.9 125 2.8 96 3629
Argentina 3716 n.a. n.a. 36.6 10.3 1,357 51.3
Armenia 337 89.8 56.0 35 9.6 547 61.6
Australia (b} 2,115.0 n.a. n.a. 18.9 111.8 9,857 2146
Austria {c) 1,350.0 n.a. n.a. 8.2 165.1 3,939 342.7
Azerbaijan (a) 322 68.6 36.4 1.1 4.2 730 441
Bahamas (d) 63.5 90.0 26.5 0.3 2146 106 600.1
Bahrain {a) 134.1 106.5 -21.5 0.7 201.6 165 810.8
Bangladesh (d) 1138 196.2 154.4 124.8 0.3 318 1105
Belarus (a, ¢) 161.2 195.6 344 10.3 15.7 2,683 60.1
Belgium (a) 1,590.0 n.a. n.a. 10.2 156.6 5,100 ns
Bolivia 29.7 82.2 52.5 8.1 36 502 59.1
Bosnia-Herzegovina (¢c) 97.2 200.5 103.3 38 25.3 368 264.2
Brazil (a) 5748 838.5 263.7 168.0 34 24,985 230
Brunei (c) 18.8 21.7 29 0.3 58.3 n.a. 221.7
Bulgaria 98.9 n.a. n.a. 8.3 11.9 2,833 349
Canada {a) 5,680.0 n.a. n.a. 305 186.3 19,957 284.6
Chile 270.0 n.a. na. 15.0 18.0 3,109 86.9
China 1,950.0 n.a. n.a. 1,266.8 1.5 108,716 17.9
Costa Rica (a) 94.1 109.0 14.9 39 23.9 803 117.3
Cote d'lvoire (d) -, 573 46.6 -10.7 14.3 4.0 170 3371
Cuba 326 225.3 192.7 11.2 2.9 434 75.1
Cyprus (a, c) 168.2 134.1 -34.0 0.8 216.0 424 396.6
Czech Republic (a) 364.0 452.2 88.2 10.3 355 3,806 95.6
Denmark {a) 800.0 n.a. n.a. 5.3 150.6 3,638 2199
Dominican Republic 185.7 920.0 734.3 8.4 222 n.a. 229.3
Egypt 171.0 554.6 383.6 67.2 25 4,686 36.5
El Salvador {c) 47.0 n.a. n.a. 6.2 76 468 100.4
Estonia {a) 746 84.8 10.2 14 51.6 510 146.3
Finland (c) 4239 n.a. n.a. 5.2 82.1 2,850 148.7
France 4,950.0 n.a. n.a. 58.9 84.1 34,100 145.2
Georgia {c) 46.7 65.7 19.0 5.5 8.6 672 69.5
Germany (a) 6,965.0 n.a. n.a. 82.2 84.8 48,300 144.2
Ghana 30.1 118.4 88.2 19.7 1.5 159 189.9
Greece (c) 725.7 794.2 68.5 10.6 68.3 5,611 129.3
Guatemala 83.3 208.6 125.3 1.1 15 605 1377
Guyana 16.1 101.0 84.9 0.9 18.8 64 250.8
Hong Kong (a, b} 2,7203 1,747.2 -973.1 6.9 395.2 3,869 703.1
Hungary (a) 3439 n.a. n.a. 10.2 337 4,109 837
India (a, b, ¢) 4733 1,772.5 1,299.2 998.1 0.5 26,511 179
Indonesia (a, c) 269.6 n.a. n.a. 209.3 1.3 6,080 443
Iran 200.4 216.3 15.9 66.8 3.0 8,371 239
Ireland (b) 1,015.0 n.a. n.a. 37 2739 1,770 573.4
Israel (a) 804.0 n.a. n.a. 6.1 131.8 2,800 2871
ltaly 3,100.0 n.a. n.a. 57.3 54.1 26,502 117.0
Jamaica (a) 66.4 335.9 269.5 26 25.9 510 130.3
Japan {b) 1,956.6 1,929.6 -21.0 126.5 15.5 62,490 31.3
Jordan (a) 1325 n.a. n.a. 6.5 20.4 n.a. 2447
Kazakhstan (c) 1045 149.8 453 16.3 6.4 1,760 59.4
Korea, Rep. (c) 898.0 n.a. n.a. 46.5 19.3 20,518 438
Kuwait 170.0 120.0 -50.0 1.9 89.6 456 373.2
Kyrgyzstan (c) 235 n.a. n.a. 47 5.0 356 66.0
Notes: Data are in millions of minutes of public switched traffic
a. International minutes based on billing point of traffic.
b. International traffic for year ending 31 March, 2000. Australia, Mauritius, Pakistan ends 30 June.
c. Traffic data exclude some carriers or routes. {See country table for details.) \
d. Data are for 1998.
© TeleGeography, Inc. 2000
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Figure 3. International Traffic Indicators, 1999 (continued)

International Traffic

Outgoing incoming Balance Population Minutes (Out} Main Lines Minutes (Qut)
(m minutes)  (m minutes)  (m minutes) (m) per Capita (thous.) per Main Line
Latvia (a) 55.6 90.0 34.4 24 22.8 732 76.0
Luxembourg 319.1 2715 -41.5 0.4 743.4 31 1,026.3
Macau (a) 132.8 97.7 -35.1 04 3033 178 744.3
Macedonia (c) 82.3 1525 70.3 20 409 am 1747
Malaysia {a, b) 690.0 n.a. n.a. 21.8 31.6 4,431 155.7
Malta 39.0 50.2 1.2 0.4 101.1 198 197.5
Mauritius {b) 31.4 433 119 1.1 213 257 122.2
Mexico (a) 1,563.0 4,007.5 2,444.5 97.4 16.1 10,927 143.0
Moldova (a) 49,0 101.1 52.1 44 11.2 555 88.2
Morocco 2195 n.a. n.a. 21.9 79 1,467 149.7
Mozambique 20.3 38.8 18.5 19.3 1.1 78 260.4
Myanmar 17.4 29.8 12.4 45.1 0.4 249 69.9
Namibia 61.2 51.2 -10.0 1.7 36.1 108 565.7
Netherlands 2,150.0 n.a. n.a. 15.8 135.7 9,610 223.7
New Zealand (b) 815.0 n.a. n.a. 3.8 2129 1,877 434.2
Nicaragua {a) 52.0 727 20.7 49 10.5 147 3543
Norway (a) 567.0 386.9 -180.1 4.4 1275 3,165 179.1
Oman (a, c) 101.3 834 -17.9 25 41.2 220 459.5
Pakistan (b, ¢) 75.1 644.9 569.8 134.5 0.6 2,986 25.2

Palestinian Authority (¢} 34.9 n.a. n.a. 3.1 1.3 n.a. n.a.
Panama {a) 53.6 95.8 42.2 28 19.1 462 115.9
Paraguay 347 54.8 20.1 5.4 6.5 297 116.8
Peru {a) 88.9 3026 2137 25.2 35 1,689 52.7
Philippines.(a, b) 218.0 n.a. n.a. 745 29 2,940 741
Poland (a) 624.0 n.a. n.a. 38.7 16.1 10,068 62.0
Portugal (c) 532.8 753.3 220.5 10.0 534 4,230 126.0
Qatar 128.5 84.0 -44.5 0.6 218.1 155 829.5
Russia {c) 928.2 929.3 1.1 1417.2 6.3 30,388 30.5
Saudi Arabia 1,060.0 n.a. n.a. 209 50.7 n.a. 347.4
Senegal 36.5 111.1 74.7 9.2 39 " 166 219.9
Singapore (a, b) 1,350.0 n.a. n.a. 32 4186 1,861 725.6
Slovak Republic (a) 162.8 208.7 459 5.4 30.3 1,655 98.4
Slovenia (d) 129.6 137.0 7.4 20 65.0 757 171.2
South Africa 461.1 n.a. n.a. 39.9 11.6 5,493 83.9
Spain (a) 1,935.0 n.a. n.a. 394 49.1 16,480 117.4
Sri Lanka 455 n.a. n.a. 18.6 24 679 66.9
Sudan (c) 219 105.3 833 289 0.8 251 87.3
Swaziland (b) 29.3 n.a. n.a. 1.0 29.9 31 959.8
Sweden {a) 1,365.0 n.a. n.a. 89 154.0 5,889 2318
Switzerland 2,730.0 n.a. n.a. 1.1 382.1 4992 546.9
Syna (a) 125.6 256.7 131.1 15.7 8.0 1,600 785
Taiwan (a) 949.3 882.0 -67.3 221 429 12,044 78.8
Thailand (a, c) 298.7 327.8 29.1 60.9 49 5,216 57.3
Trinidad & Tobago (a, b) 67.2 158.8 91.6 13 52.2 276 2439
Turkey {c) 698.4 1,122.7 424.3 68.2 10.2 18,054 38.7
Turkmenistan (c) 16.5 n.a. n.a. 44 38 359 46.0
Ukraine 359.2 n.a. n.a. 50.7 7.1 10,074 357
United Arab Emirates  963.0 n.a. n.a. 24 401.6 975 9875
United Kingdom (a, b) 10,141.0 6,853.4 -3,287.6 58.7 1726 33,750 3005
United States (a) 29,608.8 10,640.8 -18,968.0 276.2 107.2 188,331 157.2
Uruguay 80.1 98.3 18.2 33 24.2 897 89.3
Uzbekistan (a) 68.5 75.0 6.6 239 29 1,599 428
Venezuela (a) 160.2 3153 155.2 237 6.8 2,586 61.9
Yugoslavia (a) 2210 498.8 2117 10.6 213 2,281 99.5
Zimbabwe (b) 65.6 59.0 -6.6 1.5 5.7 239 2745
Notes: Data are in millions of minutes of public switched traffic.

a International minutes based on billing point of traffic.

b. International traffic for year ending 31 March, 2000. Australia, Mauritius, and Pakistan ends 30 June

c. Traffic data exclude some carrners or routes, {See country table for details.)

d. Data are for 1998.
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International Traffic by Route

Figure 1. The Top 50 International Routes, 1999
Countries Minutes Each Way Total Minutes
1. U.S.-Canada 44913 — 3,925.0 8,416.3
2. U.S. - Mexico 40843 — 1,364.6 5,449.0
3 US.-UK 1,909.6 — 1,610.9 3,520.5
4. Hong Kong - China 1,263.7 — 1,020.0 2,283.7
5. U.S.- Germany 15253 — 455.0 1,980.3
6. UK. -Germany 913.3 — 605.0 1,518.3
7. UK. -Ireland 809.3 — 700.0 1,509.3
8. U.S.-Japan 8742 — 4064 1,280.6
9. Germany - Switzerland 650.0 — 620.0 1,270.0
10. UK. - France 655.8 — 555.0 1,210.8
11.  Austria - Germany 6250 —  555.0 1,180.0
12. France - Germany 565.0 —  540.0 1,105.0
13. U.S.-India 9964 — 599 1,056.4
14.  Germany - ltaly 5900 —  465.0 1,055.0
15. U.S.- ltaly 7720 — 2100 982.0
16. U.S. - France 626.3 — 350.0 976.3
17.  Netherlands - Germany 4500 — 4400 890.0
18. U.S. - Philippines 77134 — 550 828.4
19. Singapore - Malaysia 4650 — 350.0 815.0
20. U.S. - Brazil 6235 — 1836 807.1
21.  France - ltaly 4000 — 3700 7700
22, U.S. - Dominican Republic 626.8 — 137.1 763.9
23. Switzerland - France 4200 — 3300 750.0
24. France - Belgium 4050 — 3450 750.0
25. UK. - Spain 4352 — 300.0 735.2
26. U.S.- Australia 4205 — 300.0 720.5
27. Germany - Poland 4450 — 2400 685.0
28. Netherlands - Belgium 3400 — 3250 665.0
29. UK. - ltaly 3966 — 260.0 656.6
30. UK. - Australia 3256 — 325.0 650.6
31. New Zealand - Australia 365.0 — 280.0 645.0
32. Switzerland - ltaly 3700 — 270.0 640.0
33. Germany - Turkey 4200 — 2048 624.9
34. France - Spain 3150 — 300.0 615.0
35. Spain - Germany 3200 — 280.0 600.0
36. UK. - Netherlands 348.1 — 250.0 598.1
37. US.-lsrael 3626 — 200.0 562.6
38. U.S.-Korea, Rep. 3514 — 2100 561.4
39. Canada- UK. 2950 — 2479 5429
40. U.S. - Taiwan 3334 — 1620 495.5
41. Taiwan - China 2869 — 205.0 491.9
42, U.S. - Hong Kong 2421 — 2403 : 4824
43. Russia - Ukraine 2641 — 2154 479.5
44. US. - China 4160 — 500 466.0
45, U.S. - Netherlands 2843 — 1350 419.3
46. U.S. - Spain 3252 — 900 415.2
47. Japan - China 285.1 — 1300 415.1
48. U.S.- Jamaica 3643 — 445 408.8
49, UK. - Belgium 2346 — 1550 389.6
50. Sweden - UK. 2000 — 186.3 386.3
Note: All data in millions of minutes of telecommunications traffic  The country which generates more traffic on each route 1s listed first. The
routes listed above total 58.5 billlon minutes, equal to 51 percent of all international traffic. Data for Australia, Hong Kong, Ireland, Japan, Malaysia,

New Zealand, Singapore, and the UK. are for fiscal year 1999/2000
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Figure 2. Traffic Imbalances on Selected U.S. Routes, 1999
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Figure 3. Traffic Imbalances on Selected Non-U.S. Routes, 1999
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2 Albania

Largest Telecommunications Routes, 1999

Destination Minutes (millions}) Percentage of Outgoing Traffic
1. Maly oo 26.8 e : o e
2. BrEECE ....ivvveiie i 249
3. Germany ... 4.4
4. United Kingdom ................... 25
5. United States ..................... 24 : 3.2%
6. Switzerland ....................... 1.8 25%
7. Yugoslavia........................ 1.6 2.2%
8 Turkey ...l 1.2 6%
9. France ..., 1.2 . 16%
10. Macedonia .........ccooviiivnnn... 11 1 15%
11. Belgium .........ooviiiiiiiinn 1.1 5%
120 AUSHTIA ..ot eeevieie e 06 & 08%
13. Netherlands ...................... 05 H07%
14. Canada ..........cooveeivunnnnnn. 04 £05%
16 SPaiN ..ot 0.3 104%
16. Croatia ...........ccovvvnvunnnnnn, 03 §04%
17. Bulgaria ..........cccovviniiniunns. 03 £04%
18. Romania ......................... 02 £03%
19. Hungary ......cooovviiiienvnnn... 0.2 103%
20. Denmark .........c.ooiiiiiniis. 02 103%

Other .....oovviiiiiii it 1.3

Total .......ocvvieviiiiiiea 746

© TeleGeography, Inc. 2000

National Traffic Balance

Minutes
Incoming
_Outgoing 408
Surplus (Deficit) ~_~_  na

Total Volume n.a.

_ 197
ST n : a " e
408

1998

BE

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data based on billing point of traffic.

© TeleGeography, Inc. 2000

152




© TeleGeography, Inc. 2000

TeleGeography 2001

Algeria 3R\

Largest Telecommunications Routes, 1998

Destination Minutes {millions) Percentage of Qutgaing Traffic
1. France ... 62.0 & o i
2. United Kingdom ................... 7.9 .
oMaly oo 5.5
4. Morocco ..........coveiiinninnnn 5.1
5. Spain ... 4.1
6 Bermany ................coiiils 4.0
7. Canada ..........coiiviiiiinennns 3.9
8. United States ..................... 34
9. Belgium .......... ..ol 3.3
10. Switzerland ....................... 25 2%
11. United Arab Emirates ............... 19 & 16%
12. SaudiArabia ...................... 17 2 14%
130 Syria .. 1.3 §11%
T4, EQYPt ooevee e 12 % 1.0%
15. Lebanon ......................... 1.1 Zoen
16. Netherlands ...................... 1.1 209%
17. Sweden ........oooeiiiiiiiiiinnns 0.4 103%
18, BreECE .....oo'vrerneennreannenn 02 102%
19. Denmark ...............oiini.nn. 0.2 [02%
20. Australia ................co..i. 0.1 101%
Other .....c.ovviiviiiinann, e 9.8
Total ..........cooviiieinnn.. 121.3

© TeleGeagraphy, int. 2000

National Traffic Balance

_Minutes
Incoming

_Qutgoing
Surplus (Deficit)
Total Volume

exclude cross-border traffic to Tunisia.

1891

na.

_na.

. 1998

123

,,,,,,,, n:@: s evewme n'a .
n.a. n.a.

PR .n-a. e

1999

ha.

Note: Data are in millions of minutes of outgoing public switched telecommunicatons traffic. 1999 traffic data are not available. Data
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© TeleGeography, Inc. 2000

&2 Andorra

Largest Telecommunications Routes, 1999

Destination Minutes (millions)

1. Spain ... 37.0

2. France .......covviiiiiiii et 9.0

3. Portugal ............. ...l 2.5

4. United Kingdom ................... 1.1

5 Belgium ................... ..l 0.3 §o,s%

6. Germany ......................... 03 §o06%

7. Denmark .................... ..t 0.2 §0_4%

8 Maly .......... e 0.2 {04%

9. Netherlands ...................... 02 [04%

10. Switzerland ....................... 02 {04%

11. United States ..................... 02 }04%
Other .........cooiiiiiiiiiiannn, 20 {#38%
Total ..........cocovvivininennt 53.2

© TeleGeagraphy, Inc. 2000

National Traffic Balance

Minutes 1997

Outgoing A2

Csupls®sin nen sa

Total Volume ‘ 72.3

1938
474

79.6

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic.
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Angola BR)

Largest Telecommunications Routes, 1999

Destination Minutes (millions) Percentage of Outgeing Traffic
1. Portugal .........covvvivinninnns 144 Fhew T L M.1%
2. South Africa ........ e 5.1
3. France ... 1.6
4. United Kingdom ................... 1.4
5. UnitedStates ..................... 13
6. Namibia .......................... 1.0
7. Brazil ... 1.0
8 Germany ............ il 0.7
9. Belgium ............... ... 0.6
10 Gambia .......coovviiiiiiiniann..d 06 &16%
11. Netherlands ...................... 0.5 i 13%
120 Spain ..o 04 £12%
13. Zimbabwe ......................L 0.4 1%
14, Switzerland .......... il 04 ¥10%
15. Guinea .........oovviiiniannnins. 03 £10%
16, Mali .ooooeinniee e 0.3 {09%
17 Maly oo 0.3 §09%
18. Congo, Dem.Rep................... 0.3 [08%
19. Nigeria..........coiiiveinn..d 0.2 §06%
20 RUSSIZ ..vonreiniiieeieanien, 0.2 £06%

Other ......cooiiii 4.0

Total ......cooiiiiiiii i 350

© TeleGeagraphy, Inc. 2000
National Traffic Balance
<

.. Minutes
Incoming

.. Outgoing
Surplus (Deficit)
Total Volume

e 188
188 .23

L8 a3
By B

407 496

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic.

.

1998
35.0

68.0

© TeleGeography, Inc. 2000

155



TeleGeography 2001 © TeleGeography, Inc. 2000

BB Argentina

Largest Telecommunications Routes, 1999

Destination Minutes (millions)
1. United States .................... 70.8
2. Uruguay ........ccovieniii it 46.0
3 Brazil ... 43.6
4, Chile...ovviinii i 32.2
5. Paraguay ........................ 289
6. Bolivia ..................ouuut 25.6
7. Spain ... 25.3
8 ltaly ... 17.2
9. Peru.........oiiiiii i 14.7
10. Mexico ...........c i 8.0
1. France .........cccooiviiina.... 79 Foemoau
12 Germany ..............c.iiieennn 6.3 *‘m‘%@ﬂ%
13. United Kingdom ................... 5.8
18, COlOMBIA ..o eeeeeaereennnns 42
15. Venezuela ........................ 4.0
16. Canada .............cccviivnenn.. 3.9
17. Switzerland ....................... 23
18. China ..., 1.9
19. Dominican Republic ................ 1.2
20 Cuba ... 1.1
Other ...t 26.7
Total ...........ccoviiiiiiianins 371.6

©® TeleGeagraphy, Inc. 2000

National Traffic Balance

Minutes 1937~ 1938 1939

_Incoming .. M42 0 na. na

. Outgoing L. 2234 358.7 L3116

_Surplus (Defieit) =~ 2208 na. . na__
Total Volume 667.6 n.a. n.a.

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic.
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~ Armenia 83\

Largest Telecommunications Routes, 1999

Destination Minutes (millions)
1. Russia ..............oiat 24.1
2, Ukraing .........oiiiiiieiiin 23
3. Georgia ..oovvvvieiiiiiii e 1.5
4, United States ..................... 1.1
5. Belarus ............. ..ol 0.4
6. Germany .................ooel.e 0.4
7. Greece.....covvviiiiiiiniiiiad 0.4
8 France ...l 0.3
9. Kazakhstan ....................... 0.3
10. Iran ... 0.2
11. United Kingdom ................... 0.2
12. Uzbekistan ....................... 0.2
13, TUMKEY « v et eeeeeans 0.2
14. United Arab Emirates............... 0.2
i 15. Turkmenistan ..................... 0.1
16. Netherlands ...................... 0.1
17. Bulgaria ... 0.1
18. Belgium .......................... 0.1
19 Haly oo 0.1
20, Poland ...l 0.1
Other ...t 1.5
Total .......oovviiiiiiiiiie 337

Percentage of Outgoing Traffic

£11%
£ 1.0%
£1.0%
§09%
£ 0.6%
1 05%
£05%
£ 0.5%
L05%
£0.4%
10.4%

T 71.3%

© TaleGeography, Inc. 2000

National Traffic Balance

. Minutes

_.Incoming
Outgoing

_ Surplus (Deficit)
Total Volume

LA 1998
.. ha o 940
e N8B 56.6

n.a.

Note: Data are in millions of minutes of outgong public switched telecommunications traffic.

na_ 374

88

1999

123.5
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& Australia

Largest Telecommunications Routes, FY 1999/00

Destination Minutes (millions) Percentage of Outgoing Traffic

1. United Kingdom : .

2. United States ...................

3. NewZealand ...................

4 Jdapan.........cciiiiiiii i

5. Singapore .................. ...

6. Indonesia .......................

7. HongKong ......................

8 China ................ooiviiinn

9. Canada .........................

10. Philippines............... il

M. Taiwan ...

12, Germany ..........coovvinvanenn..

13. Malaysia...............coooiun

14. Argentina ..............c....al
Other .........ccoiiiii il 0 & - - 26.5%
Total ..........ccoeriiniint, 2,115.0

© TeleGeography, Inc. 2000

National Traffic Balance

Minutes . FY1997/98  FY1998/93  FY 1999/00
_Incoming oo...1200  na_ . na

Qutgoing. 15100 1690 21150
Surplus (Deficit) (2600) ~_ na__ na

Total Volume \ ’ 2,760.0 n.a. n.a.

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Fiscal year ends 30 June.
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Austria

Largest Telecommunications Routes, 1999

Minutes (millions)

Destination

1.

2.

3.

4.

5.

6.

1.

8.

9. Croatia...............
10. United States .........
11. France ...............
12. Czech Republic .. ......
13. Slovak Republic .......
14. Romania .............
15.

Percentage of Outgoing Traffic

........... 320 Li24%
........... 31.0 EE23%
........... 30.0 3 22%
........... 300 oo
........... 200 §15%
........... 190 2 14%

© TeleGeography, Inc. 2000

National Traffic Balance

_Minutes

Total Volume

der traffic to Switzerland

_Outgoing
_ Surplus (Deficit)

1997
B1.7

1998
n.a.

n.a.

11800 1,
na.

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic Traffic figures exclude most cross-bor-
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&2 Azerbaijan

Largest Telecommunications Routes, 1999

Destination Minutes (millions) Percentage of Outgoing Traffic
1. RUSSIA . ooeines i, 173 S
2, TUrkeY ..o e 3.1
3. Ukraine ........c.ciiiiiiiiiiatn 18
4, Georgia «.o..ovviiiiiiii e 1.3
5 dran ... oo 0.9
6. United Kingdom ................... 08 I 25%
7. Kazakhstan ....................... 0.8 g 25%
8. United States ..................... 06 b 19%
9. Germany .............coiiiinn.. 0.5 S 6%
10. United Arab Emirates ............... 0.5 N e
1. Belarus ........ooovviiiiininn... 0.4 &1
12. Uzbekistan .............c.c.eeeen... 0.4 %%1'2%
5 0.9%

13. Turkmenistan ..................... 0.3 §08%
14, France ........cooveiieniinennnn.. 0.2 ! 0.3%
15. Switzerland ....................... 0.1 1 03%
16, HAlY © oot e 0T o,
17. Moldova ............. ...l 0.1 103%
18. Netherlands ...................... 0.1 10.3%
19. Norway .........covviiiviinne... 0.1 f03%
20. Poland ............... ...l 0.1

Other ... 27

Total .......cccovviiiiniieet 32.2

© TeleGeagraphy, Inc. 2000

National Traffic Balance

Minutes e o 198 199

. Incoming - _..ha 40 = 686
Outgoing . .~ 322
Surplus (Deficity ~~ ~ _na. 3.2 ..364
Total Volume 889 100.8

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data based on billing point of traffic.
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Bahamas 23\

Largest Telecommunications Routes, 1998

Destination Minutes (millions) Percentage of Outgoing Traffic
1. UnitedStates .................... 498 En =
2. Canada ..........coiiiiiiiann 35
3. Jamaica ..., 1.5
4. United Kingdom ................... 14 & 22%
5. Switzerland .............c ol 06 $o09%
6. Haiti ..., 04 }06%
7. Turks & CaicosIslands ............. 04 {06%
8. Mexico ... 04 [o06%
9 France ...l 04 }06%
10. Germany ..........oveiieniainei... 04 £06%
11. Trinidad & Tobago ................. 0.2 103%
12. Caymanislands ................... 02 {03%
13, Haly oo 0.2 {03%
14, Brazil ... 0.2 {03%
15, Spain ... 0.2 103%
16. Bermuda ..............ooiiii.l 0.2 {02%
17. Dominican Republic ................ 0.1 {02%
18, ChiNA «.veeee e 0.1 102%
19. Colombia ..........covviiiinininld 0.1 £02%
20, GUYANA ....iiniieiiiaeiea 0.1 10.2%
Other ....oovviiiiin i, 33 Bl
Total ... 63.5

© TeleGeography, Inc. 2000

National Traffic Balance

 Minutes 1997 1998 1999
_Incoming - na_ %0  na
Outgoing .. . 627 635  na_

\\\\\\ Surplus (Deficit ~~~  na_ 25 _ _  na
Total Volume ' n.a. 153.5 n.a.

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. 1999 traffic data are not available.
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& Bahrain

Largest Telecommunications Routes, 1999

Destination Minutes (millions)
1. India...............o0 i e 214
2. SaudiArabia ..................... 17.6
3. United Arab Emirates . ............. 149
4, United Kingdom ................... 8.6
5. Pakistan ........................ 6.3
6. Kuwait ................oeiiiit 5.6
7. UnitedStates ..................... 5.0
8 Egypt ..o 4.9
9. Qatar ........... ...t 4.5
10. Philippines ............ ... ...l 35
M. Oman ... 22 »
12. Bangladesh....................... 21 sy
18, Jordan ... 20 Bis%
14, MoOrocco ..........covevvvnnennnes 18 & 1.4%
15. Srilanka .............coivenninn.. 17 Ei12%
16, Syria «.ovviiei 12§ 09%
17. Lebanon .............cooiiinianL. 1.0 £508%
18. France .............cccevviennnn.. 1.0 108%
19 Yemen ...l 0.9
20. Germany ..........coieiiiiiennnn. 0.8

Other ...t 21.2 15.8%

Total ..., 134.1

© TeleGeography, Inc. 2000

National Traffic Balance

. Minutes 1w 1®W

_ Outgoing 166 1244 1341

_Surplus (Deficit) ~  (212) _(223)
Total Volume 192.0 226.5

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data based on billing point of traffic.
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Bangladesh 3R\

Largest Telecommunications Routes, 1998

Destination Minutes (millions) Percentage of Outgoing Traffic
Toindia....oooeiiiiii e 7.1 :
2. United Kingdom ................... 5.1
3. UnitedStates ..................... 5.0
4, SaudiArabia ...................... 3.5
5. Singapore ...t 2.8
6. United Arab Emirates............... 24
7. HongKong ...........ccovinii, 18
8. Pakistan .................c i 1.6
9. Malaysia ............c...ooil, 1.3
10. Korea,Rep. ........cvviiiiinn . 1.2
M. China ........... .., 1.0
12 Maly oo 09
13, J8pAN ... oo 0.9
14. Canada .................coovent. .09
15, Germany ...l 0.8
16. Thailand ................ ... .. ... 0.7
17. France ........coi i 0.7
18. Australia ................ ...l 0.6
19. Taiwan ........ccoviiiiniiine.ld 0.6
20. Indonesia ................ il 0.3
Other ...l 2.7
Total ......covivvvviiiii it 41.8

© TeleGeography, Inc. 2000

National Traffic Balance

Minutes . M1es7 1998 1999
\\\\\ Incoming ... .80 1%2  na

Outgoing_ .98 M8 na_
Surplus (Deficit) 1401 1544  na.

" Total Volume 7 9339 237.9 n.a.

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. 1999 traffic data are not available.
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2 Belarus

Largest Telecommunications Routes, 1999

Destination Minutes (millions)
1. Russia .....coviiiiiiiiaiiainasd 91.8
2. Ukraine .........ccovviiiniinn.. 219
3. Moldova ..............ooviin., 1.9
4, Kazakhstan ....................... 1.7
5 Azerbaijan................... ... 0.9
6. Armenia...........coiiiiiiiini.a 0.9
7. Uzbekistan ....................... 0.7
8 Georgia ...........oviiiiiiiil 0.6
9. Kyrgyzstan ....................... 0.2
10. Tajikistan .............coiiin. 0.2
11. Turkmenistan ..................... 0.2

Other ..., 40.2

Total .......ocvviiiiiiiinennn. 161.2

Percentage of Qutgoing Traffic

T 249%

© TeleGeography, inc. 200D

National Traffic Balance

_Minutes
Incoming
_Outgoing
.. Surplus (Deficit)
Total Volume

nations for gutgoing traffic.

66 173

N L .

1761

3696

Note: Data are in milfions of minutes of outgoing public switched telecommunications traffic. Data based on biliing point of traffic.
The “Other” category may include routes to non-members of the Commonwealth of Independent States that rank among the top desti-

1958

812

1999

34.4

356.8
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Belgium 2R\

Largest Telecommunications Routes, 1999

Destination Minutes (millions) Percentage of Outgoing Traffic
1. France .........cooeviieienn... 345.0 Ty - - L 217%
2. Netherlands .................... . e aan : £ 20.4%
3. Germany ...,
4. United Kingdom
5 Maly ...
6. Luxembourg .....................
7. UnitedStates ....................
8 Spain ............. el
9. Switzerland .....................
10. Sweden ..............ciiiint
Other ..., 0 I : e 175%
Total ........ccviviiiinnn, 1,590.0

© TeleGeography, inc. 2000

National Traffic Balance

_Surplus (Deficit) 800 . na  _na

. Minutes =~ .. M99y 1998 1999
_.ncoming 14200 na _ na
~ Outgoing ... .. ... 13400 14600 1590

Total Volume 2,760.0 n.a. n.a.

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data based on billing pomt of traffic

© TeleGeography, Inc. 2000
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&2 Beni
enin
Largest Telecommunications Routes, 1999

Destination Minutes (thousands) Percentage of Outgoing Traffic

1. France...........cooivne... 0 7 o Theae 27.1%

2. Tago ..o

3. Coted'lvoire ...................

4 Nigeria............ocoiviienn.

5 Niger ..o.oiiiiiiiie

6. United States ...................

7. Gabon .......... ...l

8. Senegal .....................l

9. BurkinaFaso....................
10. Germany ............ccoieiinn..

11.  United Kingdom
12. Belgium ............ i iiiiaen.

13. Camerooh ................c.cn.e

14. Ghana ...........cccvvveinnnn

15, Mali ..o,

16. laly ............ccoiiiinan.

17. Switzerland .....................

18. Canada .............oooovivene.

19. Netherlands .....................
20. Lebanon............. ... ...

Other ... ..
Total ...........ccvivninit 10,495.0

® TeleGeography, Inc. 2000

National Traffic Balance

_Minutes 1997 1398 .. 1999

Incomng _  na 14 151
_Outgoing ... 81 oha 105
Surplus (Defict) ~~  ~  na 50 46

Total Volume na. 27.8 256

Note; Data are in millions of minutes of outgoing public switched telecommunications traffic.
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Bolivia 2R\

Largest Telecommunications Routes, 1999

Destination Minutes (millions) Percentage of Outgoing Traffic
1. UnitedStates ..................... 6.6
2. Argentinga ............. ...l 5.3
3. Peru .o 35
4 Brazil ......... ... .. 34
5 Chile ..o 3.0
6. Maly ........... i, 0.6
7. Colombia ..................oll. 0.6
8 Cuba ... 0.5
9. Ecuador ....................oo..L. 0.5
10. Spain ..ot 0.5
1. Germany .........ccooiiieiaiinnn.. 0.5
12. Paraguay .........c.oovieiiiaent. 0.4
13. Canada .........ooveiiiieinnnn... 0.4
14, Mexico .........coiieiiiiennn.d 0.4
15. Venezuela ........................ 0.4
16. United Kingdom ................... 04 =
7. Japan............ooel 03 ©:09%
18. China ............cccoviiiiiiial 0.2 §
19. Uruguay ............ ..ol 0.2
20. France ........iviiiiiiiiiad 0.2
Other .......ccoovviviiiiiiin, 1.8 S g%
Total ........coiiviiiiiiiaents 29.7

© TeleGeography, Inc. 2000

National Traffic Balance

. Minutes 1997
Incoming
Outgoing . .
Surplus (Deficit) 466 44.8

" Total Volume 92.0 © 1080

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic

1998

.V S L
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& Bosnia-Herzegovina

Largest Telecommunications Routes, 1999

Destination Minutes (millions)
1. Croatia ........cccvvvvivinnnnnnn. 21.8
2. Germany ..........iiiiiieeia... 17.9
3 VYugoslavia....................... 1.3
4 Slovenia ............ .. i 15
5. United States ..................... 6.2
6. Austria ...............cciiiein.. 5.7
7. Switzerland ............ ... ... . 35
8 ltaly ....... .. .l 2.8
9. Hungary............oooviiennnn 24
10. Sweden .........ooeeiiiiiian, 2.3
11. United Kingdom ................... 1.8
12. Netherlands ...................... 1.8
13. France .wooooevi e 1.7
14, Turkey ......cvviiiiiiiiiiinn, 14
15. Macedonia ....................... 1.1
16. Norway ..........ccvvvvevinennnn.s 1.0
17. CzechRepublic.................... 0.3
18. Slovak Republic ................... 0.2

Other .....cooiiiiiiiiii e 0.6

Total ...l 97.2

Percentage of Outgoing Traffic

sy

LA

S 18%

4%
Bi10%
£0.3%
f0.2%
206%

© TeleGeagraphy, Inc. 2000

National Traffic Balance

. Minutes

. Incoming
Outgoing

_ Surplus (Deficit)
Total Volume

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data exclude cross-border traffic to

Albania.

T

na.
862

L

n.a.

1998
1592
. B

1999

1033

200.5

297.7
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Brazil

Largest Telecommunications Routes, 1999

Destination Minutes (millions)
1. United States ................... 183.6
2. Argentina ............... . 43.1
3. Portugal ............. ... ... 26.3
4 Raly ..o 215
B. Spain ... 209
6. UnitedKingdom .................. 20.7
7. Germany .........coiiiiin.. 18.9
8 France ................co il 14.3
9 Japan...........ciiiiiiiiien, 14.1
10. Uruguay .......covviiinnnnnnn... 1.4
1. Chile.......co.coii i 10.6
12, Paraguay ......ccoviveiiinnnnnn.. 10.6
13. Camada ............ccoeiiiinn.., 9.0
14. Switzerland . . ... e 8.6
15. Mexico ...l 6.7
16. Netherlands ...................... 5.0
17. Bolivia ...l 5.0
18. Peru ..o 3.6
19. Israel . ... 33
20. Venezuela ........................ 28

Oth'er .......................... 135.0

Total ... 574.8

Percentage of Qutgoing Traffic

§\§;§§, 1.5%!
2 12%
£ o9%

209%

© TeleGeography, Inc. 2000

National Traffic Balance

_ Minutes
Incoming
..Qutgoing
Surplus (Deficit)
Total Volume

1998

.. 8063 8385

. o48 o S1A8

281 2637
1,352.7 14133

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data based on billing point of traffic.

1998
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&2 Brunei

Largest Telecommunications Routes, 1999

Destination Minutes (thousands) Percentage of Outgoing Traffic
1. Singapore ..................... 33520 &
2. Malaysia ................. ... 3,261.0
3. Philippines .................... 2,690.0
4 Indonesia ...........coeiinnnnn 1,997.0
5. United Kingdom ................ 1,885.0
6. Australia ....................... 975.0
7. Thailand ................ . ..... 948.0
8 India..............coii 824.0
9. UnitedStates ................... 326.0
10. HongKong...................... 251.0
11. NewZealand ................... 200.0
12 Nepal .........cooviiiiiines. 169.0 2 09%
13, dapan..s.oooviiiiiiiin, 1640 &= 0.9%
14. Canada ............ccccocvnnnn. 1180 I 06%
15. Taiwan .........coevvvvennnnennns 87.0 % 05%
16. France ... 83.0 %0_4%
17. Germany ..........cccoeviiiennn.. 830 £ o04%
18. China ...........ccciviiiinnnn, 760 §04%
19. SaudiArabia ..................... 7.0 % o04%
20.

Total ..........covevvivvnnnnn 18,763.0

© TeleGeography, Inc. 2000

National Traffic Balance

_Incoming 20 0 »n5 217

~ Outgoing /6 234 188

_ Surplus (Deficit) (13.6) 21 29

Total Volume 57.6 489 40.4

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data exclude traffic originated on mobile
telephones.
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Bulgaria 23\

Largest Telecommunications Routes, 1999

Destination Minutes (millions) Percentage of Outgoing
1. Greece......ccvvvvnivenrnninnn., 150 fheen :
2 Germany .........ciiiiiiiieinnn, 13.0
3. Turkey ....oiii 13.0
4, Yugoslavia ........................ 9.0
5. United States ..................... 7.0
6. Maly .......ooov 5.0
7. France ... 4.0
8. Romania ......................... 4.0
9 Russia ..........cccoiiiiiiii.. 4.0
10. United Kingdom . .................. 4.0
11. Macedonia .....................s 4.0
12 Austria ......cooviiiiiiii 3.0
13. UKTiNe ..........coeeveennanns.n. 3.0
14. Netherlands ...................... 2.0
15. Czech Republic .................... 2.0
Other ..o 7.0

Traffic

© TeleGeography, Inc. 200D

National Traffic Balance

Minutes
Incoming

Outgoing.
Surplus (Defieit)
Total Volume 211.0

1997
L1380
180

Note: Data are in miliions of minutes of outgoing public switched telecommunications traffic.

. 1998 1939
Lo na
... %0 . 983

,,,,, 105.0 n.a.
297.0 n.a,
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& Burkina Faso

Largest Telecommunications Routes, 1999

Destination Minutes (thousands) Percentage of Outgoing Traffic
1. France

2. Cote d'lvoire

3Tog0 .o

4. United States

5. Australia

6. Senegal

7. Mali oo

8. Niger

9. Benin

10. United Kingdom

1. Belgium ............cvviveen...
12 Ghana .........cocoiiiiiiiinns
13 Italy ... oo

14, Germany ...l

15. Switzerland

16. Canada
17. Nigeria
18. Gabon

© TeleGeography, Inc. 2000

,,,,,,, Minutes 1997
Incoming ~~ ~ ~ ~  ~ na__ _ na

Surplus (Defict) —_ _ _na_ __ na
Total Volume n.a. n.a.

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic.

_Outgaing 8 81
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Burundi

Largest Telecommunications Routes, 1999

Destination Minutes (thousands) Percentage of Outgoing Traffic
1. Belgium ........................ . ; 23.2%
2. FranCe ........ocviiiniiiiinenn.
3. Kenya................
4 Naly ...
5. Canada ...............ccoiunt
6. United States ...................
7. United Kingdom
8. Switzerland ......................
9. Tanzania .................ooolld
10. South Africa .....................
1. Germany ........ovvieinvniennnn
12. Netherlands .....................
13, GrEBCE ....vveeeeeneeannnnns.
14, Uganda ..........ccovvvinennnns
15. Rwanda ............cooiiienn..
16. Senegal .......................L.
17. Coted’lvoire ..................e..
18. Ethiopia .........................
18, China .....c.ooviiiie e
20. Cameroon ...........cccvvuvnnnn.
17.1%
Total ......ccoiviiiiiniint 2,458.0

©® TeleGeography, Inc. 2000

National Traffic Balance

_Minutes 1997 1998 1999
. Incoming . ..na 36 34
Outgoing na. .24 25

Surplus (Def'c't) w m n.a. 1.1 “ 1.0
Total Volume n.a. 6.0 5.9

Note: Data are in millions of minutes of outgoing pubhc switched telecommunications traffic. Data based on billing point of traffic.
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&2 Canada

Largest Telecommunications Routes, 1999

Percentage of Qutgoing Traffic

% 1.8%

s

& 15%
£14%
¥1.2%
£1.0%
£0.8%
% 0.8%
§0.7%
106%
£06%
1 06%
£05%
£05%
£ 05%
105%
£ 05%

5.2%

Destination Minutes (millions)
1. UnitedStates ..................
2. UnitedKingdom ................. 295.0
3. HongKong....................0 1060.0
4 Germany ...........oiiineiiinnn. 85.0
5. France ........ccciiiiiiiiiin 80.0
6. India................ ... 70.0
7. Haly oo 55.0
8. Australia ........................ 45.0
9. Philippines............... ..ol 45.0
10 Japan............ccoiieiiiiinn 42.0
1. Netherlands ..................... 33.0
12 Taiwan .........oooiiieiini e 33.0
13. Vietnam ...........ciiiiiinian.. 33.0
14, Jamaica.............cooviniinnnn 21.0
15. Korea,Rep. ............ ... ... 21.0
16. Mexico .........c.oviveiieiannnn 21.0
17. Switzerland ...................... 21.0
18. Srilanka ................... ... 27.0
Total ..........ocvviiininnn 5,680.0

® TeleGeography, inc. 2000

National Traffic Balance

_Minutes
Incoming
_Outgoing

1391

. 48050

42863

_Surplus (Deficit)

Total Volume

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data based on billing point of traffic.

3488

89214

1998

.. 56800
U LR

n.a.

9%
na.

nua,, "

n.a.
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Central African Rep. 3R\

Largest Telecommunications Routes, 1999

Destination Minutes (thousands) Percentage of Outgoing Traffic

1. France ............. ..., . - - - 439%

2, Cameroon ...........coevuunnnn.

3Chad.........oovviiiiei

4. Cote d'lvoire

B. Senegal ...............o il

6. United States

7. Lebanon......................

8. Togo ...

9. Belgium .............. ool 87.0 %2,0%
- 10. Gabon ...t 74.0 &17%

M Egypt oo 520 E1.2%

12 Benin ..o e 49.0 §§§1,1%

18 Mali oo 460 i 1.1%

14. BurkinaFaso ..........covveenn.. 43.0 %1_0%

15. faly .......covviiinii it 43.0 :%;10%

16. Canada ................cc.ouus, 36.0 go_g%

17. Germany .........ccoveevinann... 34.0 £ 08%

18. Nigeria.......................... 33.0 £08%

19, Switzerfand ...t 33.0 gos%

20. Morocco ........... e 260 %o06%

Total .........ccoevvinaan.L, 4,330.0

© TeleGeography, Inc. 2000

National Traffic Balance

_Minutes 1997 1998 1999

Incoming . na_ 36 _ __na
. Surplus (Deficit) e .. . na 01  _  na
Total Volume n.a. 71 n.a.

Note: Data are in millions of mmutes of outgoing public switched telecommunications traffic.
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&Chad

Largest Telecommunications Routes, 1999

Destination Minutes (thousands) Percentage of Outgoing Traffic

1. France.........ooviiiiannt,

2. Cameroon .........cvovvieinenns

3. Saudi Arabia

4, UnitedStates ...................

5. Central AfricanRep............... 109.0

6. Coted’lvoire ..................... 97.0

7. Nigeria.................cceven.. 87.0

8. Sudan ... 70.0

9. Egypt ...t 67.0

10. Canada ..........cccvvveiiiinnn. 60.0

1. Senegal ...............ccoveinnn.. 56.0 ¥ 20%

12. Belgium .............ooiial.L, 550 E1.9%

13 Benin ..o 490 B217%

14 Germany ..........ccoevvvevnnnn. 460 16%

15. Gabon .......... oo, 390 § 14%

16. Switzerland ...................... 340 12%

17. BurkinaFaso..................... 340 E12%

18 Haly .ooooiiiininniiiiienes 320 §i11%

L T 1 T 280 £1.0%

20 Libya .....ooiiiiiiiiiiiiie 190 £07%
(11111 S 1370 2k as%
Total ............coviiiinnnnn 2,837.0

© TeleGeography, Inc. 2000

National Traffic Balance

e 1 998 wens prres o

Minutes 1997

..Incoming =~ ~na, na.
Qutgoing 28 32 .
_Surplus (Deficit) ... ha. Lohas
Total Volume n.a. n.a.

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data based on billing point of traffic.
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Chile

Largest Telecommunications Routes, 1999

Destination Minutes (millions} Percentage of Outgoing Traffic
1. United States ................... 100.0 o -
2. Argentina ..............0 .. 31.0 11.5%
3. Spain ... 14.3
4 Peru ... 10.7
5 Brazil ... 10.0
6. Germany ..............iiiiiil 6.5
7. Canada ...............ooiie 6.2
8 Japan.......... ...l 6.0
9. BOVIA «eevvvveeeerneeeeeaiienns 5.4
10 France .....covvvnvniiniiinnenn..s 44
M., Mexico .....ccoviiiiii ity 4.3
12. United Kingdom ................... 3.7
13, ECHadOr ..ovveeiee e 3.5
14, Venezuela ........................ 35
15, Haly ..ovvnvni i 34 3%
16, Sweden ........cooiiiiiiiiiinn... 31 1%
17. Colombia ..............c.coiunn.. 22 £08%
18. Australia .............c.oociiin.. 20 F07%
19 Uruguay ...oooooiiiieiiiiniean e, 19 §07%
20, Paraguay...........cciieiiiiiint 1.4
Other .....c.vvviieiii e, 46.5
Total ......oovveiiiiiiinnat 270.0

© TeleGeography, Inc. 2000

National Traffic Balance

.. Minutes 1997 1998

_ Outgoing__ 2420 2594

C Surplus(Deficitf ___ _na. _ __ na
Total Volume n.a. n.a.

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic.
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&2 China

Largest Telecommunications Routes, 1999

©o e N oo RN

N
o= =B

Destination Minutes (millions) Percentage of Outgeing Traffic
‘L 3 5 wag 2

Korea,Rep. ............oivnnn.. 450 32 23%
Macau .........ooooiiiiniienn.. 400 F21%
SiNgapore .............ieeiiiinns 350 £i18%
Australia .......cooiieiiiiiinn.. 180 { 0.9%
Canada ...........ccooviiveinnns 180 #09%
Germany ..........oiiiiiiennnn. 180 £09%
United Kingdom .................. 16.0 & 08%
FranCe +..ovevneernnnnnnaeeennn. 120 [o06%
Haly ..o 10.0 05%
Malaysia .........c.ovvivnneinnnn. 9.0 §05%
RUSSIA .ovvovriieiieeiiieeennnss 90 f05%
Other «..vve e 3150 Hi

© TeleGeagraphy, Inc. 2000

National Traffic Balance

Minutes
Incoming

ha .. .."ha

Total Volume n.a. n.a.

Note: Data are in milhions of minutes of outgoing public switched telecommunications traffic.

A9%97 1988

Outgoing. 16318 1115
Surplus (Deficity ~ ~~ ~ _na _ na

.. 1999

n.a.

n.a.
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Costa Rica

Largest Telecommunications Routes, 1999

Destination Minutes {millions)
1. United States .................... 34.7
2. Nicaragua .............covveennn. 19.0
3 Panama ..............ciiiie 5.9
4 Mexico ..........oiiiiiiiiiia. 5.6
5 Guatemala........................ 4.6
6. ElSalvador ....................... 3.8
7. Honduras...........oovieiinnnn.. 2.8
8. Colombia ......................... 26
9. Canada ............... ...l 1.6
10. Spain ..o 13
1M laly ..o 1.1
12 Cuba ..o 1.0
13 Germany .........c...eevnnnnnnn.. 1.0
14. Venezuela ..............ocooio..ld 0.9
15. Dominican Republic ................ 0.9
16. PuertoRico ....................... 0.8
17. Peru ... 0.8
18. Argentina .................... ... 0.7
19. Chile...........cciiiiii il 0.6
20. Brazil ... 0.6

Other .......covv it 3.9

TJotal ........ooviii 94.1

Percentag

1%
B 14%
B1.2%
1%
21.0%
7 1.0%
21.0%
508%
201%
£ 0.6%
E 0.6%

e of Outgoing Traffic

© TeleGeography, Inc. 2000

National Traffic Balance

_.Minutes

_ Outgoing
Surplus (Deficit)

Total Volume

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data based on billing point of traffic.

1998

1123

.., 302
195.6

87
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&2 Cote d’Ivoire

Largest Telecommunications Routes, 1998

Destination Minutes (millions) Percentage of Qutgoing Traffic
1. France .....oovveiniiiiiiinnnn 17.3 . 0.2%
2. Senegal ...l 4.4
3. UnitedStates ..................... 3.6
4 Italy ... 3.1
5 BurkinaFaso...................... 23
6. Mali ................. L 2.2
7. Nigeria...........ooviiiiiiiinn... 2.1
8. Lebanon ................ ...l 1.8
9. United Kingdom ................... 1.6
10. Benin ... 1.4
L PO T [ 1.2
12. Gabon .............. i, 1.1
13. Belgium .............. .. ...l 1.0 Z=
14. Germany .........coovvviiiniennnn, 1.0 8qm
15. Congo,Rep..........ccoovvvnennnn. 09 2 16%
16. Cameroon ................c.couvn.. 09 & 16%
17. Switzerland ....................... 0.9
18. Ghana ..........c.coovviieiennd 08
19. Morocco ..o 0.8
20. Canada ........covvivvennnnnnnnn.. 0.8
Other ...t 8.1
Total ...............oiiiall 51.3

© TeleGeography, Inc. 2000

National Traffic Balance

1997 1998 1999

Incoming

Ougoing 41 B3 T3
. Surplus (Deficit) . 108 (107) ~ na

Total Volume 90.7 103.9 n.a.

Note: Data are in mitlions of minutes of outgoing public switched telecommunications traffic. 1999 route data are not available.
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Cuba 23

Largest Telecommunications Routes, 1999

Destination Minutes (millions)
1. United States ..................... 6.7
20 Spain oL 6.2
3. Canada .........c..oviniiiian.t 4.6
4 Maly ... 4.3
5. MexXiCo .....covvviiiiiiiiinn 217
6. France ..., 1.0
7. Brazil ... 0.7
8. Colombia ......................... 0.7
9. Argentina .................ooo.ld 0.6
10. Panama ..............cci il 0.6
M. Germany ........oovviveiiiennnn.. 0.6
12. Venezuela ...............ccooiiild 0.6
13. United Kingdom ................... 0.5
4. Chile ..o 0.5
15. Dominican Republic ................ 0.5
16. PuertoRico ....................... 04
17. Switzerland ............ ...l 0.3
18. CostaRica........................ 0.2
19. Barbados......................... 0.1
20 Japan..........cciiiiiiii e 0.1

Other ...... ...l 0.5

Total .....coviiiiiiiiniiiienas 326

@ 01%
& 04%
F03%

© TeleGeagraphy, Inc. 2000

National Traffic Balance

. Minutes

_Incoming
Outgoing .
Surplus (Deficit) _

Total Volume

1991 -
1612
218
1334
189.0

1998

2321

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic.

50
.30
- 1740,
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&2 Cyprus

Largest Telecommunications Routes, 1999

Destination Minutes (millions)
1. Greece ....oovvineiviieiinenen. 468
2. United Kingdom .................. 36.5
3 Eagypt o 11.8
4, Lebanon................coiiin. 10.4
B, Russia ..........c.oiiiiiiiiiiiiid 13
6. Germany ...........ccoieiiiiiins 4.8
7. UnitedStates ..................... 4.0
8 Bulgaria................o.oll 4.0
9. Romania ...............cviniinnn 3.5
10. Ukraine .......................... 3.1
11. Yugoslavia ............. PP 29
12 faly oo 24
13. France .w....ooiiiiiii i 2.1
14, Syria ... 21
15. Sweden ............cciieiiiin 1.8
16. Switzerland ................ ... ... 1.8
17. Netherlands ...................... 1.8
18. dsrael ... 1.6
19. Belgium ............ ...l 1.1
20. Australia ................ ..ol 1.0

Other ........cooiiiii . 17.5

Total ..... et 168.2

Percentage of Qutgeing Traffic

1.3%
1%
B 10%
2 1.0%
£ 0.7%
2 06%

-

© TeleGeography, Inc. 2000

National Traffic Balance

.. Minutes _
wlncoming

~Total Volume

1998
1206
182 0
61 4)
302.7

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. Data based on billing point of traffic.

. 3, 1w v \”

1999

1682

(34 0)
3023
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Czech Republic EX\

Largest Telecommunications Routes, 1999

Destination Minutes {millions) Percentage of Outgoing Traffic
1. Germany ............ooiiiii.., 90.0 :
2, Slovak Republic .................. 75.0
3. Austria ...t 26.0
4. United Kingdom .................. 20.0
5 Poland .......... ...l 15.0
6. Maly ... 13.0
7. France ...... ...t 12.0
8. UnitedStates .................... 11.0
9. Netherlands ..................... 10.0
10. Ukraine ............c.cciiat, 10.0
Other ..........ccoiiiiiiiiat. 82.0
Total ..o 364.0

© TeleGeography, Inc. 2000

National Traffic Balance

_Minutes
Incoming

. Qutgoing
Surplus (Deficit)
Total Volume

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic Data based on billing point of traffic.

. L8 198
.o 3080 o 4069

) ... 3061 o 3174
,,,,,,,, s R
661.1 724.4

. 1999

452.2
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&2 Denmark

Largest Telecommunications Routes, 1999

1.
Swed

@ ® NSO WwN

.
o R BN =D

Destination
Germany

en

...................

Minutes {millions)

Percen

S

tage of Qutgoing Traffic

R

© TeleGeography, Inc. 2000

National Traffic Balance

Minutes

QOutgoing

Surplus (Deficit)

Total Volume

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic Data based on billing point of traffic.

., 1991
..5820
87s
o 145 .. DA
1,289.5

199

8000

L
n.a.

@TeleGeograph\}, Inc. 2000
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Dominican Republic £3\

Largest Telecommunications Routes, 1999

Destination Minutes (millions) Percentage of Qutgoing Traffic

1. United States ................... 137.1 %;;@* . o

2, 0Spain ... e, 7.1 e

3 Maly ... 44 a3y

4, Canada ...........¢cciiiininnninnn 27 4%

5 Germany ......... . ..o 2.6 %%1,4%

6. Cuba ...l 21 B11%

7. Venezuela ....................... 21 E11%

8. Mexico .............oiiiiiiiann. 18 §1.0%

9 France ... 1.5 {08%

10. Switzerland ....................... 14 fo08%

11. Netherlands Antilles ............... 12 §07%

120 Haiti oo 12 §06%

13. Argentina ........................ 12 §06%

14. Colombia ......................... 1.2 [ 06%

15. Panama ................oll 1.0 jos%

16. United Kingdom ................... 09 jos5%

17. Netherlands ...................... 07 {04%

18. CostaRica........................ 0.7 1o4%

19. Chile......oooviviiiiiii . 04 {0.2%

20, Brazil .......oiiiiiii 0.3 [0.2%
Other ....oooviiiieiiiiiiane, 143 § 1%
Total .........covviniianniai 185.7

1 738%

© TeleGeagraphy, Inc. 2000

National Traffic Balance

_Minutes

Outgoing
. Surplus (Deficit)
Total Volume

1305

o420 1515
\\\\\\ 3349 5730

888.0

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic.

.18

1999
L9200
185.7
7343

1,105.7

© TeleGeography, inc. 2000
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BB Egypt

Largest Telecommunications Routes, 1999

Destination Minutes (millions)
1. SaudiArabia ..................... 28.9
2 Maly ... 13.3
3. UnitedKingdom .................. 12.6
4, UnitedStates .................... 12.0
5. United Arab Emirates .............. 11.6
6. Germany ................oeiunn.. 10.0
7. France ... 9.4
8. Kuwait ................. ... ... 8.4
9. Lebanon ............ ...l 4.8
10. Yemen ...l 37
M. dordan ... 36
12. Canada .............cooiiivinnn. 35
13. Switzerland ................ ... ... 3.0
14. Netherlands ...................... 217
15. Syria ... 25
16. Greece.......oovvvvivreninnnnnn. 23
17. Spain ... 2.3
18. Libva ... oo 2.1
19. Qatar ......oovveeiii 21
20. Belgium .............. ...l 1.9

Other ...t 30.2

Total ............coiiiiiiiinnn 171.0

 176%

©Te|eGeagraﬁhv, Inc. 2000

National Traffic Balance

Minutes
_ Incoming
_ Qutgoing =~
Surplus (Deficit)

Total Volume

e 1991
A2

Lomes
L3320

570.5

o 18
475'3 . p
AT
..3836

121.3.

602.6

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic.

1999
5946

125.6
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El Salvador 2R\

i.argest Telecommunications Routes, 1999

Destination Minutes (millions)
1. United States .................... 240
2, Guatemala ....................... 6.8
3. Honduras .................c.o.t 29
4, MeXiCO «.vvvvriinieie i 29
5. CostaRica ...................... 28
6. Nicaragua ...............coovuin 1.6
7. Canada .....o.ooiiiiiiiiiin s 0.8
8 Panama ......................... 0.8
9. Colombia ................coil 0.4
10, Spain ....oiviiii e 0.4
1. Argentina ...............ocoauntn 0.2
12, Brazil ....... ... i 0.2
13. Chile ...vvvviiii e, 0.2
14, France ..........cciiiiiiiiniiann 0.2
15. Germany .........oovviniinnennnn 0.2
16. Peru ......coviiiiiiiii i, 0.2
17. Venezuela ....................... 0.2
18, Maly......ccvviiiiiiie 0.2
19. Dominican Republic ............... 0.1
20. UnitedKingdom ................... 0.1

Others ......ccoveviiiininennnnns 1.8

Total .......oooiiiiiiiiine 41.0

KXY

Percentage of Qutgoing Traffic

= 51.1%

® TeleGeography, inc. 2000

National Traffic Balance

Minutes

_.Incoming
Outgoing =~ = |
_Surplus (Deficit) =~
Total Volume

Note: Data are in millions of minutes of outgoing public switched telecommunications traffic. 1998 data are for ANTEL only.

343

202.5

.88
1682 .

1B
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R Eritrea

Largest Telecommunications Routes, 1999

Destination Minutes (thousands) Percentage of Outgoing Traffic
1. ltaly oo 408.1 xg» - 2 = e ”@%15_3%

SaudiArabia .................... 301.0
United States ................... 289.6
United Kingdom ................. 158.6
United Arab Emjrates ............. 148.0

© ® N oo AN

- o
N =B

13. Switzerland ...................... A41.0

14. Netherlands ..................... 39.9

15. Canada ......................... 34.4

16. China ....... ..., 32.0

17. Yemen ...........cccviiiiiin.. 320

1